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Abstract

Integrated Quantum Photonics with III-V Semiconductors

by

Trevor John Steiner

The exploration of quantum technologies presents a promising avenue to achieve new

functionalities and capabilities not possible with classical systems, which could revolu-

tionize computing, information transfer and storage, encryption and security, sensing, and

enhance our understanding of many natural phenomena. Among many quantum plat-

forms, quantum photonics—the science and engineering of encoding and manipulating

quantum information with photons—offers advantages due to the ability to maintain ro-

bust quantum coherence at room temperature, achieve scalability through semiconductor

processing, minimize undesirable environmental interactions, and encode quantum states

in many different degrees of freedom of a photon.

State-of-the-art quantum photonic platforms are based on silicon waveguides, which

benefit from the decades of research on silicon semiconductor processing but are limited

by the weak optical nonlinearity, small electronic bandgap, and lack of a strong Pockels

effect. Here, integrated quantum photonics with nonlinear III-V semiconductors, namely

InGaP and AlGaAs, is explored to demonstrate ultrabright sources of quantum light,

efficient entanglement distribution, and two-photon interference from nominally indis-

tinguishable photon-pair sources. We demonstrate a novel, ultra-low-loss AlGaAs-on-

insulator platform capable of generating time-energy entangled photons through spon-

taneous four wave mixing in a Q > 1 million microring resonator with nearly 1,000-

fold improvement in brightness compared to existing sources. The waveguide-integrated

sources exhibit internal generation rates greater than 10 million pairs per second below
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50 µW pump power, emit in a wavelength ranges spanning 1400 nm to 1700 nm, produce

heralded single photons with > 99% purity, and violate Bells inequality by more than

40 standard deviations with visibility > 97%. After developing an efficient source of

quantum light, we demonstrate the fundamental building blocks required for chip-scale

quantum photonic circuitry including chip-to-fiber couplers, waveguide crossers, optical

filters, interferometers, and spectral pulse shapers all with comparable performance to

the silicon and silicon nitride quantum photonic platforms.

Using the bright source of quantum light, we demonstrate the most efficient time-bin

quantum key distribution protocol to date with 8 kbps sifted key rates using less than 110

µW of input power while maintaining error rates below 10% and sufficient two-photon

visibility to ensure security of the channel. As a proof of principle, a quantum key is

distributed across 12 km of deployed fiber on the UCSB campus and used to transmit

a 21 kB image with < 9% error. Finally, preliminary chip-scale quantum photonic cir-

cuits are developed to demultiplex qubits and perform the Hong-Ou-Mandel two-photon

interference experiment on an integrated photonic chip. This circuit utilizes beamsplit-

ters, optical filters, interferometers, and efficient ring-based quantum light sources as a

foundation for larger circuits and experiments in the near future. Additionally, the III-V

semiconductor material platforms offer exciting potential for engineering other quantum

states of light, including squeezed vacuum states and broadband entangled-photon pairs

spanning visible to telecommunications wavelengths. This work demonstrates the ben-

efits of III-V semiconductor materials for nonlinear quantum photonic circuits that can

surpass the capabilities possible with state-of-the-art silicon photonics.
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Chapter 1

Introduction

Quantum technologies are at the cusp of realizing useful systems that can facilitate com-

putation, sensing, communication, and storage. Already, small-scale quantum systems

have shown “supremacy” or “quantum advantage” by solving specialized tasks that are

intractable on classical hardware [1–3]. Although these results are impressive, the sys-

tems are still dominated by noise and are more susceptible to errors than conventional

computers [4]. These limitations, along with difficulty in maintaining low noise with

an increasing number of quantum bits (qubits), have restricted the size and utility of

quantum systems. System-level implementations have been completed on a number of

quantum platforms, and it is still unclear which will be the best suited for scalable, fault-

tolerant, quantum computing and information processing. Beyond the direct application

of integrated photontics for optical quantum computing, quantum photonics systems will

also play a pivotal role in the development of quantum technologies and networks. The

low loss in free space and fiber optic cables along with minimal environmental decoherence

make a photon an ideal carrier of quantum information. Thus, the transfer of quantum

information between systems and users will likely utilize quantum photonic technologies.

Regardless of which paths quantum technologies take in the future, quantum photon-
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ics will be a crucial, core building block in large scale systems and for the transfer of

quantum information across large distances. Thus, the study of methods to improve the

efficiency of entanglement distribution, generation, and scalability in quantum photonic

circuits is vital to future quantum technologies.

The decades of research on integrated photonics driven by semiconductor processing

and telecommunications systems has pushed silicon photonics to a position of prominence

in the field of quantum photonics. The scalability of silicon device fabrication is unrivaled,

and silicon photonics has relatively low propagation loss and a moderate nonlinearity

that can enable nonlinear quantum light generation. In this thesis, alternative material

platforms with much larger nonlinearities are explored to demonstrate brighter, more

efficient sources of entanglement and quantum light. Although the platforms are explored

on their own, it is likely that integration with silicon-based photonics will be the best

route to scaling quantum photonic systems — where the wealth of knowledge in silicon

photonics can be leveraged with the efficient quantum light sources from other nonlinear

materials.

1.1 Thesis Outline

This thesis is organized into five main chapters. It starts with an introduction and

background chapter (Chapter 2) that introduces the foundational knowledge required

to comprehend the work completed in this dissertation. A general overview of quantum

computation and information is established through a discussion of bits and qubits, single

qubit states, mixed states, photonic qubits, and multiple qubit states. Next, the concepts

of entanglement and quantum interference are discussed. These sections are crucial to

the final application-focused experiments performed in Chapter 5 and 6. The discussion

will then continue by generally introducing integrated photonics through waveguide the-
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ory and the critical figures of merit relevant to integrated photonic circuits. Since the

quantum light sources in this work are mainly based on ring resonators, Chapter 2 will

introduce ring resonator design and theory. A classical description of nonlinear optics

using III-V materials is included to form the basis for the quantum picture developed in

Chapter 3. The chapter ends with a discussion of various material platforms, highlight-

ing some of the state-of-the-art materials used for integrated quantum photonic systems

along with the advantages and disadvantages of each system.

Chapter 3 builds on the foundational theory of classical nonlinear optics to create a

quantum framework that can be used to describe the creation of quantum states of light.

The chapter will focus mainly on the creation of entangled photon pairs or heralded sin-

gle photons (discrete variable quantum systems) with a brief discussion of squeezed light

generation (continuous variable quantum systems). Preliminary results showing a 1000-

fold improvement in the entangled photon pair brightness using AlGaAs-on-insulator

(AlGaAsOI) microring resonators with high quality factors are shown to motivate the

use of III-V material platforms for integrated quantum photonics. The full characteriza-

tion of a ring resonator quantum light source is included to show that the photons are

indeed entangled with > 97% visibility and have high purity > 99%. The chapter ends

with a discussion of modeling and simulations for squeezed light generation, showing the

possibility of creating a 16 dB chip-scale squeezed light source.

Chapter 4 continues the development of the AlGaAsOI material platform by dis-

cussing the design and testing of critical components for the creation of integrated quan-

tum photonic circuits. Here, fiber-to-chip couplers are designed using both edge coupling

and vertical coupling strategies with less than 3 dB of loss per facet. Next, waveguide

crossers, beamsplitters, and interferometers are designed with comparable performance to

silicon and silicon nitride material platforms for quantum applications. The chapter ends

with a discussion of optical filters, showing various designs and preliminary results for
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interference-based filters, ring filters, photonic interleavers, and spectral pulse shapers.

The pulse shaper is discussed in detail and used to demultiplex signal and idler photons

from a quantum light source.

Chapter 5 moves on to the first applied demonstration using quantum light from

the AlGaAsOI material platform. Photonic time-bin entangled qubits are distributed to

two users and used to establish a quantum key for secure communications. The light

source produces 8 kbps sifted key rates with less than 10% error rate. Using a variable

attenuator to simulate fiber distance, > 100 bps sifted key rates with < 10 percent error

are possible up to 92.5 km. This characterization is for one pair of entangled photon

modes, and when the > 20 modes are multiplexed, key rates > 100 kbps are possible.

To demonstrate the utility of the system, a secure key is established through 12.3 km of

deployed standard telecommunications fiber on the UCSB campus and used to encrypt

a 21 kB image with < 9% error. This initial demonstration shows that the source can be

utilized with already established fiber networks to leverage the infrastucture established

by the telecommunications industry.

Lastly, Chapter 6 discusses progress in advancing the AlGaAsOI platform with addi-

tional photonics componentry, including chip-scale demultiplexing where an interferome-

ter is integrated with a ring resonator quantum light source to demultiplex the generated

signal and idler entangled photon pairs. Next, the circuit is scaled up by integrating

two ring resonator sources with demultiplexers and an interferometer to perform the

Hong-Ou-Mandel experiment using a single photonic chip.

This thesis establishes a framework for quantum photonic integrated circuits using III-

V semiconductor materials, with an emphasis on the AlGaAsOI and InGaPOI material

platforms. The efficiency of quantum light sources with these highly nonlinear materials

exceeds that which is possible with silicon or silicon nitride. The platforms have a plethora

of other beneficial effects including second order nonlinearity which opens the possibility
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for fast electro-optic modulation and tuning via the Pockels effect. The platforms are

also inherently compatible with quantum dots sources that can pave the way for laser

integrated sources of quantum light. The foundation established here is just the initial

step toward larger integrated quantum photonic circuits, and the future of these platforms

seems quite promising.

1.2 Permissions and Attributions

1. The content of Chapter 3 has previously appeared in the open access journal PRX

Quantum [5]. It is reproduced here under the Creative Commons Attribution 4.0

International.

2. The content of Chapter 4 and Chapter 6 have previously appeared in the open access

journal APL Photonics [6]. It is reproduced here under the Creative Commons CC

BY license.

3. The content of Chapter 5 has previously appeared in the open access journal Optica

Quantum [7]. It is reproduced here under the Optica Open Access Publishing

Agreement.
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Chapter 2

Background

In the early twentieth century, a series of classical physics crises necessitated the develop-

ment of a new theoretical picture to describe naturally occurring phenomena and address

some of the inconsistencies predicted by classical physics. For example, the “ultravio-

let catastrophe” predicted infinite energies, and classical descriptions of atoms involved

electrons spiraling into the nucleus [1]. Scientists spent many years trying to understand

these aspects using their current models, but no clear answer was found. Instead, to

address these lapses in classical theory, the basis of quantum mechanics was developed

in the early 1920s, providing a new, mathematical framework for the construction of

physical theories. Some of the major foundations of quantum mechanics that differen-

tiate from classical physics include quantization, wave-particle duality, the uncertainty

principle, superposition, and entanglement [2]. These aspects allow for a more complete

understanding of the universe where quantities like energy, electric charge, and angular

momentum are quantized (existing in discrete, indivisible units), and objects can exhibit

both wave- and particle-like behavior. With this new understanding, many of the gaps in

classical physics were addressed, and a revolution in science and technology began, not

only allowing for the creation of critical components like transistors, but also beginning
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a new field of study—quantum information processing, computation, communications,

networking, and sensing.

In conjunction with the tremendous advances in quantum mechanics in the last cou-

ple of decades, the field of optics and photonics has seen a similarly rapid advancement.

No longer is the study of light simply for free-space systems of mirrors and lenses, but

now includes lasers, fiber optics, and other optical technologies to generate, control, and

measure various properties of light. In a similar fashion to the advancement of electri-

cal components from the semiconductor boom, the miniaturization and integration of

photonic components over the past decades have resulted in efficient systems for optical

communications that has become the most efficient method of high-speed data trans-

mission and enabled the creation of a global communications network [3, 4]. Combining

these two growing fields results in the field quantum photonics—the focus of this the-

sis. The developments in quantum photonics over the past few decades and an outlook

toward the future of the field is outlined in Reference [5].

This chapter will provide some of the necessary background in quantum mechanics,

integrated photonics, and quantum systems to help understand the motivation for many

of the projects pursued in this dissertation. Although the work described in the following

chapters is based solely on photonic-based systems, some general discussion of quantum

technologies as well as motivation for the use of photonic-based technologies will be

included.

2.1 Quantum Computation and Information

For decades, classical computing technologies have scaled with the commonly known

Moore’s law, where the computational power doubles for a constant cost every two years.

The improvements have largely been based on the miniaturization of the building blocks
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of classical computers, namely transistors, and the improvement to semiconductor manu-

facturing to increase the density of components on a single chip. However, this trend has

begun to falter as components have reached near fundamental limits in terms of size. As

the devices approach the atomic scale, quantum mechanical effects start to interfere with

the desired functionality, creating a bottleneck to future scaling of classical computers.

One approach to continue advancing computing technologies is to shift the computing

paradigm, moving to quantum computing technologies. Quantum computers have al-

ready been shown to more adequately address a particular subset of problems and tasks

that appear to be intractable for classical technologies. Since quantum systems can exist

in a superposition of states, it is possible to engineer the constructive and destructive

interference of these states to lead to solutions more quickly than classical systems–

potentially allowing for a more efficient way to address these tasks [6]. That being said,

it is important to note that quantum computers rely on the measurement probabilities

to indicate the optimal solution. Thus, although many solutions are explored simultane-

ously, the best solution is only found through numerous, repeated computing cycles to

determine the most probable outcome, necessitating a reproducible, stable physical com-

puting platform. It is also important to understand that although a quantum computer

may be able to perform a particular set of useful tasks more efficiently than a classical

computer, it is unlikely that a quantum computer will ever do every computation more

efficiently. Algorithms like Shor’s algorithm for factoring large numbers and Grover’s al-

gorithm for searching unsorted databases showcase the potential of quantum computing

to solve problems exponentially faster than classical computers for specific tasks [6]. In

addition to providing an alternate means to improve upon the functionality of classical

computing, the study of quantum technologies can provide a route to revolutionize in-

formation transfer, encryption, and provide additional insight to the workings of many

natural phenomenon.

9



Background Chapter 2

One of the greatest challenges facing the expansion of quantum technologies is the

creation of a platform that can generate, interact, and measure quantum states at (very)

large scales. Famously, DiVincenzo developed a set of criteria that a quantum system

must meet for useful quantum computing [7]:

• A scalable physical system with well-characterized qubits.

• The ability to initialize the state of a qubit to a simple fiducial state.

• Long decoherence times (much longer than the gate operation time).

• A universal set of quantum gates.

• Qubit-specific measurement capability.

In addition to this set of criteria for quantum computing systems, there are two extra

characteristics needed for quantum communication systems.

• The ability to convert between stationary and flying qubits.

• The ability to transmit flying qubits between specified locations.

Although this list of criteria seems extensive, it is not without flaws. For example,

the requirement of a scalable system might immediately discourage a lot of currently ex-

pensive or complex-to-fabricate technologies, but scalability can be engineered over time.

The third and fourth criteria are also often in direct conflict. A system with long decoher-

ence times has little to no interaction with the environment or other qubits, thus making

two-qubit interactions and gates difficult to implement with high fidelity. From this list,

it is clear that finding a technology that meets all of the requirements is challenging, espe-

cially with some of the requirements seeming to be in direct conflict. Nonetheless, there

have been many promising demonstrations of small scale quantum computers in the past
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few years that show the possibility to overcome these hurdles. A example is the demon-

stration at Google that showed “quantum supremacy” using a superconducting quantum

processor in 2019 for a random circuit [8]. More recently, Professor Jianwei Pan’s group’s

demonstrated quantum computational advantage via optical Boson sampling in 2020 [9].

These seminal experiments pave the way toward the implementation of quantum tech-

nologies on a large scale that can be used for more efficient algorithms, simulations, and

information transfer. Along with these great developments, there has been a consid-

erable amount of research using various platforms for quantum technologies, including

electronic spins [10], optomechanical resonators [11], superconducting circuits [12], and

trapped atoms and ions [13]. From a commercial perspective, the sheer magnitude of

new quantum computing companies in a variety of platforms indicates the race for these

various technologies to create a useful quantum computer. Companies like PsiQuantum

utilize silicon photonics for discrete variable quantum computing, while companies like

Xanadu pursue an alternative approach based on continuous-variable quantum comput-

ing using squeezed states of light [14]. Other teams at Google (as mentioned above) and

IBM utilize superconducting qubits, and researchers at IonQ, QuEra, Atom Computing,

and ColdQuanta use trapped ions and neutral atoms [15]. The breadth of research in

quantum computing technologies is incredible and there is no clear leading technology

yet, creating significant competition between platforms (in addition to the competition

of teams within a single platform).

This thesis will focus on what is regarded as one of the more promising platforms,

especially for quantum communications—encoding, manipulating, and detecting quan-

tum information using photons, otherwise known as the field of quantum photonics. The

aforementioned matter- and superconducting-based quantum systems typically require

operation in ultra-high vacuum or at millikelvin operating temperatures to prevent in-

teractions between the quantum system and the environment. Photons are unique in
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their ability to generate and distribute entangled quantum states across long distances in

free space or fiber networks at room temperature whilst retaining a high degree of coher-

ence. Useful quantum computers and communication systems will look much more like

data centers than a single computing unit; as such, they must be networked. Photons

thus have an advantage, since computing and networking can utilize the same physi-

cal hardware, methods, encoding, and framework. Additionally, photons allow for the

encoding of quantum information across numerous degrees of freedom including polariza-

tion, spatial path, frequency mode, temporal bin, and temporal mode encoding [16]. For

quantum communication applications, the long decoherence time and limited interaction

between photons is a great advantage, though it poses a challenge for photonic quan-

tum computing—where two-qubit interactions are necessary to create universal quantum

gates. In 2001, this obstacle was addressed by Knill, Laflamme, and Milburn who set out

to develop a scheme for all-optical quantum computing without needing photon-photon

interactions [17]. This field, linear optical quantum computing, shows the potential to

create a photonic quantum computer using only a source of identical photons, a reconfig-

urable interferometer, and single photon detectors, replacing two-qubit interactions with

probabilistic linear optic interference.

2.1.1 Bits vs. Qubits

Traditional computers process information in bits, which are binary units represented

as either 0 or 1. Classical information is represented by strings of bits, and operations in

classical computing use boolean logic to manipulate these bit strings. Quantum comput-

ers, on the other hand, use quantum bits or qubits. Qubits can exist as superpositions

of 0 and 1, allowing for unique utility and the development of new quantum algorithms

and computations not possible via classical bits.
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Hilbert Space

The advantages of qubits can be seen by discussing the scaling of information stored

for bits vs qubits. In quantum mechanics, the state of a physical system is represented by

a vector in a Hilbert space, which is a complex vector space with an inner product [1]. For

N classical bits, the dimension of this state space scales linearly with N. For qubit systems,

on the other hand, the dimension of the state space scales as 2N , and d -dimensional qubits

(called qudits) scale as dN . For low bit/qubit values, this advantage is small, but as the

system scales to hundreds and even thousands of qubits, the benefit is significant. This

is one of the advantages of quantum systems—the ability to store exponentially more

information (as classical probability amplitudes) for the same number of bits/qubits.

The challenge is then to satisfy the DiVincenzo criteria.

Single Qubit States

Figure 2.1 illustrates some examples of photonic qubit systems. In the center, the

Bloch sphere is a visual representation of a qubit, with the north and south pole repre-

senting the |0⟩ and |1⟩ states. Arbitrary quantum states are represented by points on the

surface of the sphere, having the form α |0⟩+β |1⟩ with α and β as complex numbers that

represent the probability amplitude of each state. We can measure a bit to determine

whether it is a 0 or 1, however for a qubit, we cannot directly measure the values of

α and β. Instead, when we measure a qubit, we get result 0 with probability |α|2 and

result 1 with probability |β|2 where to preserve unity total probability, α2 + β2 = 1.

Thus, in order to fully determine the qubit state, numerous measurements are required

to distill out the probability amplitude of each state. The superposition of qubit states

is counter-intuitive, but many real qubit systems have been established.

The single qubit introduced above (α |0⟩+β |1⟩) can also be written in vector/matrix
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Figure 2.1: Examples of photonic degrees of freedoms used as qubits. Time-bin qubits
are the superposition of photons in an early or late time window. Path encoding
involves photons existing in a state between two paths (commonly waveguides). Fre-
quency-bin qubits are the result of photons existing in a superposition of two different
frequencies of light. Polarization qubits involve the superposition of horizontal or ver-
tical polarization. In the center of the picture, the Bloch sphere is illustrated which
represents the possible pure qubit states which lie on the surface of the sphere.

notation as |ψ⟩ =

α
β

. Now, the top element represents the amplitude of |0⟩ and the

bottom entry is the amplitude of |1⟩. This representation can sometimes be useful for

the demonstration of operations on the qubit state. For example, a simple NOT gate

has the effect of flipping the 0 and 1 bit. The quantum not gate X can be represented

by the matrix,

X =

0 1

1 0

 (2.1)
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We can express this operation on our arbitrary single qubit state as,

X

α
β

 =

β
α

 (2.2)

Quantum gates on a single qubit can be described by two by two matrices [1], and

these matrices have constraints to preserve the nature of the quantum state. Recalling

the normalization of the probability amplitudes, |α|2 + |β|2 = 1, the output state of a

gate must preserve this normalization after the operation. This means that the matrix

describing the gate must be unitary, meaning that for a matrix U, U †U = I. Here, U †

is the adjoint of U which is obtained by taking the transpose of the matrix followed by

taking the complex conjugate. I is the two by two identity matrix. For example, the X

NOT gate above can easily be shown to be unitary (especially since the adjoint of X is

still X ),

X†X =

0 1

1 0


0 1

1 0

 =

1 0

0 1

 (2.3)

Incredibly, the condition that quantum gates be unitary is the only constraint on their

properties. Another important single qubit gate is the Z gate which leaves |0⟩ unchanged

and flips the sign of |1⟩,

Z =

1 0

0 −1

 (2.4)

The Hadamard gate is also an important gate that turns |0⟩ into (|0⟩+ |1⟩)/
√
2 and |1⟩

into (|0⟩ − |1⟩)/
√
2.

H =
1√
2

1 1

1 −1

 (2.5)

15



Background Chapter 2

Mixed States

The previous discussion has been centered on what are known as pure states, where

the state lies within one superposition state |ϕ⟩ = α |0⟩ + β |1⟩. In general, a quantum

state can exist in one of a number of states |ψi⟩ where i is an index and each state has

probability pi. We can express these mixed states as a density matrix ρ̂,

ρ̂ =
∑
i

pi |ψi⟩ ⟨ψi| (2.6)

which has purity P

P = Tr(ρ̂2) (2.7)

For the pure states discussed in the previous sections, the exact state is known, and

the density matrix is simply ρ̂ = |ψ⟩ ⟨ψ|. If the state is not fully known, it exists as a

mixed state, which is a mixture of the different pure states in the ensemble for ρ [1].

Mathematically, the purity of a pure state is 1, while a mixed state has P < 1. The

purity has values from 1/d (fully mixed) to 1 (pure) for states of dimension d. Using the

Bloch sphere from the center of Figure 2.1, pure states lie on the outer surface of the

sphere, and mixed states lie within the sphere with a fully mixed state at the center of

the sphere. Physically, mixed states imply statistical ensembles or probabilistic mixtures

of pure states. For a mixed states, the qubits can be thought as having their states pre-

defined before any measurement is completed—the mixed state is a statistical summation

of two possible states with probabilities. Pure states are coherent superpositions and have

corresponding probability amplitudes to exist in two possible states.
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Photonic Qubits

For the case of photonic qubits, a qubit can be encoded as a probability amplitude

corresponding to the photon occupation of two modes of a specific degree of freedom

of the optical field [16]. Table 2.1 lists the generation, manipulation, and detection

schemes common for some common degrees of freedom of photons that are used for qubits.

One of the most common methods of creating a photonic qubit is to utilize a photon’s

polarization state where the horizontal polarization can be the |0⟩ state and a vertical

polarization can represent the |1⟩ state. Other degrees of freedom can also be utilized to

encode a photonic qubit including spatial mode (or path), frequency bin, time bin, and

temporal mode. Surrounding the Bloch sphere in Figure 2.1 are four examples of photonic

qubits. Time-bin qubits are comprised of a photon in either an early or late arrival time

bin. Time delays and interferometers can be used to prepare different quantum states

based on the arrival time of a particular photon. Path encoded qubits are defined based

on the photon occupation of a particular path (commonly waveguides). Beamsplitters

and phase shifters can be used to manipulate the path a photon travels. Frequency-bin

encoding utilizes the frequency (wavelength) of the photon to define a |0⟩ and |1⟩ bin.

Modulators can be used to mix frequency-bin states, and along with spectral pulse shapers

can be used for quantum information processing and computing [18]. Perhaps the most

common (and intuitive) photonic qubit is the polarization qubit where the polarization

of a photon encodes the quantum information. A great advantage of using photonic

qubits compared to other qubit systems is the ability to encode quantum information

in multiple of these degrees of freedom simultaneously, enabling one photonic qubit to

act as multiple qubits simultaneously. Many of the degrees of freedom listed can also be

manipulated to more than two levels, allowing for the creation of qudits and providing

advantages to scaling photonic systems.
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Degree of Freedom Generation Manipulation Detection
Time-Bin Unbalanced Delay lines, Time Correlated

interferometers interferometers SPDs
Path-Encoding Beamsplitters Beamsplitters, SPDs for

interferometers each path
Frequency-Bin Frequency combs Modulators, WDMs and

pulse shapers SPDs
Polarization Birefringent materials Waveplates PBS

and SPDs

Table 2.1: Examples of degrees of freedom used for photonic qubit systems and
their generation, manipulation, and detection schemes. SPD-single photon detector,
WDM-wavelength division multiplexer, PBS-polarization beamsplitter

Single qubit operations like manipulating the photon population of the two modes or

applying a phase shift between them can be readily implemented using interferometers.

Two-qubit operations require the ability to apply a π phase shift rotation on one of the

qubits depending on the state of the other qubit [1]. Since photons interact very weakly

via nonlinear processes, these operations are much more difficult to implement. An al-

ternative method is to mimic nonlinear interactions using linear optics and measurement

that creates a probabilistic gate that provides the correct result after post-selection [19].

The most well-known implementation of this concept is the scheme detailed by Knill,

Laflamme, and Millburn (KLM) [17]. This method only requires beam splitters, phase

shifters, single photon sources and photodetectors to create an efficient quantum com-

puter. The use of non-deterministic gates for the multi-qubit gate requires the input of

ancilla photons to herald a successful operation. Thus, although this method circum-

vents the extremely low efficiency of nonlinear photon interactions, it brings with it a

large overhead of ancillary photons required to herald successful operations.

Going back to the DiVincenzo criteria, photonic qubits (along with KLM or linear

optic quantum computing protocols) have the potential to meet all of the requirements

for a quantum computing system. Photonic systems can be incredibly scalable (using
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semiconductor foundries). The photons can be initialized to a desired state using inter-

ferometers and phase shifters. Prepared states have long decoherence times (fundamental

property of photons). With linear optics, a universal gate set has been established. Fi-

nally, the measurement of the qubit state can be completed using single photon detectors.

There are still considerable challenges that hinder the current utility of photonic qubit

systems. Mainly, the photon generation and gates for standard nonlinear sources are

both probabilistic, so achieving larger systems reaches a bottleneck as these probabilities

multiply. For example, a standard photonic implementation of a controlled-NOT gate

(one of the building blocks for a universal quantum computing gateset) has probability

1/9 [20], so cascading many of these gates drastically reduces the rate of qubit informa-

tion processed. Significant work is being done to implement deterministic gates [21] and

sources [22] that can overcome these limitations to the scaling of photonic qubit systems.

Even with these obstacles, photonic qubits have already been shown to be incredibly

useful for quantum communications due to the well-established telecommunications fiber

optic network [23, 24]. Quantum communications can leverage the infrastructure already

established to rapidly advance and create interconnected quantum networks.

Multiple Qubit States

States of multiple qubits can be represented in a similar way to classical bits. For

example, two classical bits exist in one of four possible states |00⟩, |01⟩, |10⟩, |11⟩. Again,

we can express this pure state as a superposition of the possible permutations of the two

bits |ψ⟩ = α |00⟩+β |01⟩+γ |10⟩+δ |11⟩. Each of the individual states is a tensor product

of the two single qubit states: |ij⟩ = |i⟩
⊗

|j⟩. Following the matrix notation above, if

we have two qubits |ψ1⟩ =

α
β

 and |ψ2⟩ =

γ
δ

, the total state of the two qubit system
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can be described as,

|ψ⟩ = |ψ1⟩
⊗

|ψ2⟩ =

α
β

⊗γ
δ

 =



αγ

αδ

βγ

βδ


(2.8)

2.1.2 Entanglement

An interesting and very useful two qubit state is the Bell state which is also known as

an EPR pair [25], |00⟩+|11⟩√
2

, named after Einstein, Podolsky, and Rosen . The implications

of this state are incredibly useful for quantum teleportation and communications since

the result of a measurement on the second qubit will always yield the same outcome as

the measurement of the first qubit. This means that the measurements are correlated.

This combined state cannot be written independently, measuring one qubit immediately

indicates the state of the other qubit, so the state is said to be entangled. A few examples

of pure qubit states with maximal correlations, also known as maximally entangled states

are listed below. All of the states are normalized, but for the sake of simplicity, the

normalization factors are omitted [26].

• Bell states (2 qubits): |Φ±⟩ ≡ |00⟩ ± |11⟩ and |Ψ±⟩ ≡ |01⟩ ± |10⟩

• Greenberger-Horne-Zeilinger states: |GHZN⟩ ≡ |0⟩⊗N + |1⟩⊗N

• N00N -states: |N0⟩+ |0N⟩

Another important class of entangled states are known as graph states. These states

can be represented as a graph with qubits as the nodes and entanglement between qubits

as edges. Overall, entanglement plays a pivotal role in the development of quantum

technologies, and the generation of a few of these entangled states will be discussed in
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further detail in the following chapters. Specifically, the generation of time-bin entangled

photon pairs is demonstrated using a Franson interferometry experiment in Chapter 3,

and Chapter 6 shows how a relatively simple integrated photonic circuit can be used to

create two of the four maximally entangled Bell states. The entanglement of two photons

generated via nonlinear optical processes is furthermore used in Chapter 5 to serve as a

source of qubits for quantum key distribution.

2.1.3 Quantum Interference

One of the interesting effects of a quantum description of light is that non-classical

interference can be observed. The first measured quantum interference was observed by

Hong, Ou and Mandel in 1987 [27, 28] and almost simultaneously by Rarity and Tapster

[29]. Both groups sent indistinguishable photons into a balanced beamsplitter (shown in

Figure 2.2). They adjusted the time delay of one of the photons to introduce a source

of distinguishability in the experiment. What they found was that when the relative

delay was set to 0 (meaning the photons were perfectly indistinguishable), the photons

experienced quantum interference—bunching and exiting through the same output port.

Using the labeling in Figure 2.2, we can express the beamsplitter unitary as,

ÛBS =

rac tbc

tad rbd

 (2.9)

where rij is the reflectance and tij is the transmittance for the different input i = a, b

and output ports j = c, d. Constraints on the physical system and this unitary operator

require that |rac|2 + |tad|2 = 1 and |rbd|2 + |tbc|2 = 1. Additionally, ract
∗
bc + tadr

∗
bd = 0

where ∗ is the complex conjugate. For an ideal 50/50 beamsplitter, the unitary simply
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becomes,

ÛBS =
1√
2

1 1

1 −1

 (2.10)

Note that this matrix has already been introduced as the Hadamard gate. This unitary

beamsplitter acts on the two input states Ea and Eb to give electric field amplitudes Ec

and Ed at the output ports (see Figure 2.2 for the port definitions).

Ec

Ed

 = ÛBS

Ea

Eb

 =
1√
2

1 1

1 −1


Ea

Eb

 (2.11)

Figure 2.2: The Hong Ou Mandel effect involves two photons impinging on a 50/50
beamsplitter. Classically, the photons can exit in any of the four possible output port
configurations. If the photons are indistinguishable, a quantum interference effect
causes the two photons to always exit the same port.

Turning to a quantum mechanical description, each of the four ports can be expressed

by a photon number state, also known as a Fock state, |n⟩ where n photons occupy

the particular state. For example, |0⟩ represents the vacuum state, |1⟩ represents a

single photon in the mode, and so on. We can now use the creation and annihilation

operators from quantum mechanics [2] to describe the same beamsplitter operation. Here,

the creation operator â† |n⟩ =
√
n+ 1 |n+ 1⟩, and the annihilation operator â |n⟩ =

√
n |n− 1⟩. The creation operator can be thought as increasing the photon number state

in a particular mode. We can write the same beamsplitter in terms of the creation

operators for the different ports (where we have used the port label to denote which
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annihilation operator is being used),

ĉ†
d̂†

 = ÛBS

â†
b̂†

 =
1√
2

1 1

1 −1


â†
b̂†

 (2.12)

where again the 50/50 beamsplitter unitary has been substituted for the values of r

and t. This form is equivalent to saying that if we start from the vacuum state and add

a photon into port a, we have an input state

|ψin⟩ = â† |00⟩ab = |10⟩ab (2.13)

which produces an output state,

|ψout⟩a = (ĉ†a + d̂†a) |00⟩cd =
1√
2
(|10⟩cd + |01⟩cd) (2.14)

where we have added a subscript a to the creation operators to note that the contribution

is from a photon input into port a. We can write the same expression for a photon input

into port b,

|ψout⟩b = (ĉ†b − d̂†b) |00⟩cd =
1√
2
(|10⟩cd − |01⟩cd) (2.15)

Now, if we look at the output state from two arbitrary photons entering the beam-

splitter (one into a and one into b), we get an output state described by the tensor

product of the two photon output states,

|ψout⟩ab =
1

2

(
ĉ†aĉ

†
b − d̂†ad̂

†
b − ĉ†ad̂

†
b + d̂†aĉ

†
b

)
|00⟩cd (2.16)

where we have reorderd the terms of this result to match the right half of Figure 2.2.

The subscripts indicate the input port photon, and the operators ĉ and d̂ represent the
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photon output at port c and d, respectively. The characteristic quantum interference ef-

fect stems from this simple description. If photons a and b are perfectly indistinguishable,

then the terms ĉ†ad̂
†
b and d̂†aĉ

†
b are identical, and the negative sign results in destructive

interference of these terms. Thus, for indistinguishable photons, only the first two terms

of the expression are observed—where both photons exit the same port. If detectors are

placed on ports c and d, a ’dip’ in the recorded coincidences between the two detectors

will be observed at zero time delay. This dip is commonly referred to as the HOM dip

(after Hong, Ou, and Mandel [27]). Thus, the indistinguishability of two photons can be

determined by measuring how close to ideal the photons interfere in such a setup.

The HOM interference experiment can be used to determine indistinguishability of

multiple sources of photonic qubits—an important characteristic required to scale pho-

tonic quantum technologies. Along with high quality sources of indistinguishable pho-

tons, a quantum photonic platform needs a few other critical components like large, high

fidelity interferometers to implement linear optic quantum gates, high efficiency single

photon detectors, and corresponding fast electronics and switches to feed-forward set-

tings to the circuit. This thesis will explore some of these components as well as discuss

some promising initial applications of photonic qubit systems with the motivation of cre-

ating an integrated photonic circuit capable of both quantum computation and quantum

communication tasks.

2.2 Integrated Photonics

As technologies advance, there is a desire to take all of the individual components and

put them together on a common platform in order to reduce the size, weight, power, and

cost (SWaP-C). Electronic circuits have rapidly advanced due to this integration starting

in the late 1950s, resulting in enhanced speed, complexity, and reliability. The same
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motivation drives the development of photonic integrated circuits (PICs), ever since the

initial proposal by Miller in 1969 [30–32]. With the advent of the semiconductor laser

and the increased interest in optical fiber communications, the integrated photonics field

exploded, rapidly developing into the leading field for communications and revolution-

izing data transmission. As the field expanded, waveguide technologies advanced past

one-dimensional slab waveguides and into two-dimensional confinement that allowed for

compact routing, bends, and improved losses. Waveguide technologies have largely been

focused on the 1.3 µm and 1.55 µm wavelength ranges since it was aligned with the

dispersion and loss minima of silica fiber, respectively.

Integrated photonics seeks to manipulate photonic circuits in a similar way that

electronic circuits manipulate electrons. Components like splitters, filters, combiners,

crossers, and detectors are all necessary to create a photonic integrated circuit (PIC).

The following sections will describe some of the basics of photonic waveguides and ring

resonators, and Chapter 4 will discuss the other fundamental building blocks that were

designed for the AlGaAsOI material platform.

2.2.1 Waveguides

One of the most fundamental concepts required to create PICs is waveguiding. Simply

put, a waveguide is a structure designed to guide and manipulate light without altering

its shape (i.e. without diffraction). Waveguides are defined via a core material where

most of the light propagates and a cladding that surrounds the core (see Figure 2.3b).

The selection of a core material depends on numerous considerations, with the most

basic being the wavelength of light used. The waveguiding material can only act as a

waveguide if it does not absorb all of the light that is propagating within. On a basic

level, the material can absorb single photons that have enough energy (larger than the
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bandgap) to excite an electron from the valence band to the conduction band. Higher

order absorption is also possible where two or three photons can cause this excitation.

These contributions are nonlinear with the electric field intensity, and at low powers their

effect is small. Thus, selecting a material with a large enough bandgap to minimize these

absorption mechanisms for a particular wavelength of light can significantly improve its

utility for PICs.

Refractive Index

The refractive index of a material is the ratio of the speed of light in a vacuum (c) to

the speed of light within the material (v), n = c/v. Since light preferentially propagates

in higher refractive index materials, the core material of a waveguide must have a higher

refractive index than the surrounding cladding. The cladding is commonly made with

materials like SiO2 or air which have low refractive indices (nSiO2=1.44 and nair = 1.0003

at 1550nm wavelength). Thus, many material options exist that can be used to create

waveguide cores. State-of-the-art waveguides are made with silicon cores which have

nSi = 3.48, and the materials studied in this dissertation have similar refractive indices

nInGaP = 3.12 and nAlGaAs = 3.3 at 1550nm wavelength. Figure 2.3a) shows the refractive

indices of InGaP and AlGaAs as a function of wavelength. The model used to describe

the wavelength dependence of AlGaAs follows from Reference [33] and for InGaP from

Reference [34].

Electromagnetic Modes

Light within a waveguide propagates in one or more spatial electromagnetic ‘modes’

that travel with a characteristic velocity (with a corresponding effective refractive index,

neff ) and maintain confinement as they propagate. Figure 2.3c) shows the fundamental

transverse electric mode for a 600nm wide by 400nm thick AlGaAs-on-insulator waveg-
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Figure 2.3: a) Real component of refractive index versus wavelength for bulk AlGaAs
and InGaP. b) AlGaAs on insulator waveguide structure shown via false-colored SEM
image. The AlGaAs core is surrounded by 1µm thick SiO2 cladding. c) TE mode
profile for a 600nm wide, 400nm thick Al0.2Ga0.8AsOI waveguide. d) TE mode profile
for a 10µm bend, showing the mode get pushed toward the right waveguide wall.

uide, and d) shows the same waveguide mode in a bent geometry with 10µm bend radius.

The introduction of a bend in the waveguide has the effect of pushing the mode toward

the outer wall. For high refractive index contrast materials, the mode remains mostly

inside of the core material and thus tight bends can be achieved with low loss. For mate-

rials with lower contrast, a small bend can cause the light to scatter out of the core and

into to the surrounding cladding material.

There are several different waveguide geometries commonly used to confine light

within an optical waveguide. The simplest waveguide design is a slab waveguide which

only confines light in the vertical dimension. Rib waveguides utilize a partial etch step
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Figure 2.4: Ray optics picture of total internal reflectance for a waveguide. Light
reflects at the interface between the two materials at an angle θ. The bottom panels
show the different waveguide structures that can confine light.

to add some additional confinement in the lateral dimension, and fully etched waveg-

uides (as the one shown in Figure 2.3b) are known as strip or channel waveguides and

confine light fully in two dimensions. Figure 2.4 illustrates these three basic waveguide

structures for a core material with refractive index n1 surrounded by a cladding with

refractive index n2.

Waveguide Propagation

In a basic, ray optics picture (see the top of Figure 2.4), light is confined in a waveguide

if the light is traveling at an angle to the boundary that is larger than the angle of total

internal reflection. For a waveguide core with index n1 and cladding with index n2, this

condition is θc = sin−1(n2/n1). Light with θ > θc will propagate within the waveguide

without escaping. Along with the angle of incidence requirement, light propagating
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in the waveguide must constructively interfere as it reflects internally. Starting (for

simplicity) with a slab waveguide (infinite width) having thickness d, the light reflects at

the core/cladding boundary as it propagates in the z-direction. After two reflections, the

light interferes with itself, and unless these wavefronts are in phase, the initial light and

reflected light will destructively interfere. Only certain angles allow for this constructive

interference in the waveguide. The light in the core travels with propagation constant

k1 = 2πn1/λ0, and using basic geometry, the total distance traveled by the light is 2dcosθ.

At the two points of reflection, a phase, ϕ, is accumulated, so the wave propagation

requirement is

k1(2dcosθ)− 2ϕ = m(2π) (2.17)

allowing for constructive interference if the phase accumulation from the reflections is

an integer (m known as the mode number) of 2π. Only certain combinations of θ and ϕ

allow for a solution. The phase change ϕ depends on θ and the polarization of the wave,

so for each m there is only one allowed angle θm and one corresponding ϕm. This leads

to the waveguide condition [35],

[
2πn1d

λ

]
cosθm − ϕm = mπ (2.18)

This condition specifies the allowed values of θm which must still meet the requirement

for total internal reflection. This limits the total number of modes allowed in a waveguide

such that,

m ≤ 2V − ϕ

π
(2.19)

where

V =
2πd

λ

√
n2
1 − n2

2 (2.20)

is the normalized thickness. The value of V can be used to determine the threshold where
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only a single waveguide mode exists (m=0). From the definition above, this condition is

met when V < π/2, and the value of λ that satisfies this relation is known as the cutoff

wavelength. For symmetric waveguides, above the cutoff wavelength, only one mode, the

fundamental mode, will propagate. Real waveguides are not always vertically symmetric

which changes the analysis, and in some cases no guided modes exist. For simplicity,

the symmetric waveguide is discussed here. The single-mode waveguiding condition is

important for many systems as coupling into higher order modes can add additional loss

in the system and reduce the spatial overlap of two different interacting modes.

The ray optics approach above is useful to gain a simple understanding of light prop-

agation in waveguides, but now we will explore a more complete description: how the

wave equation can be derived from Maxwell’s equations. As an approximation, we can

begin with a description assuming the light propagates in a dielectric, non-magnetic,

isotropic, and linear medium, Maxwell’s equations are reduced to the relations below. If

the medium is not linear (like AlGaAs and InGaP), it is necessary to include additional

terms involving power expansions of the electric and magnetic fields. An anisotropic

medium must also use the optical constants as tensors instead of scalar quantities [36].

Again, for simplicity, we follow the derivation within a dielectric, non-magnetic, isotropic,

and linear medium.

∇E = −µ0
∂H

∂t
(2.21)

∇H = ϵ0n
2∂E

∂t
(2.22)

with electric and magnetic fields, E and H, µ0 is the free space permeability, ϵ0 is the

free space permittivity, and n is the refractive index. The wave equations describing the

propagation of the light in the medium are the Helmholtz equations,

∇E + k0n
2(r)E = 0 (2.23)
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∇H + k0n
2(r)H = 0 (2.24)

For light propagating in the z-direction of a slab waveguide (and thus the refractive

index n = n(x), as shown in the bottom box of Figure 2.4), the solutions for the wave

equations above have the form,

E(r, t) = E(x)ei(ωt−βz) (2.25)

H(r, t) = H(x)ei(ωt−βz) (2.26)

for angular frequency ω and propagation constant β. The solutions of the Helmholtz

equations can be found for two different polarization cases, transverse electric (TE) where

the field only has Ey nonzero, and transverse magnetic (TM) where the field only has

Ex nonzero. Starting with the TE case, Maxwell’s equations with the substitution of

solutions 2.25 and 2.26,

Hx = − β

ωµ0

Ey (2.27)

Hy = 0 (2.28)

Hz =
i

ωµ0

dEy

dx
(2.29)

d2Ey(x)

dx2
+
[
k20n

2(x)− β2
]
Ey(x) = 0 (2.30)

This final, differential equation gives the amplitude profile for the TE propagating

modes, and the solutions are eigenvectors that must also satisfy the boundary conditions

which require continuity of Ey and Hz at the interface. The eigenvalues of these solutions

are β, and the nth eigenvalue represents the nth mode of the structure. The eigenvalues

have a characteristic effective index neff that satisfies β = k0neff and ncladding < neff <

ncore in order for the mode to be confined in the structure. In the case of a planar, slab
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waveguide, it is possible to independently solve the equations for the three regions (core,

upper and lower claddings). The relation can be combined into a single equation [36],

tan(V
√
1− b) =

1
√

b
1−b

1− b
1−b

(2.31)

where V is the normalized thickness defined in the ray optics picture, and b is the

normalized mode index,

b =
n2
eff − n2

cladding

n2
core − n2

cladding

(2.32)

For confined modes, ncladding < neff < ncore so 0 < b < 1. As in the ray optics picture,

there are a finite number of solutions to the transcendental equation 2.31, and thus

a finite number of modes can be guided in a particular waveguide geometry. Once the

propagation constant of the mode has been calculated, the electric field profile in the three

regions can be completely determined. The electric field profile decays exponentially in

the cladding region and has a sinusoidal dependence within the core which is expected

for a confined mode. The solution for TM modes follows a similar formulation, where

now the differential equation, Equation 2.30, is established as a function of the magnetic

field instead of electric field.

Channel Waveguides

The mode solutions of a channel waveguide such as that shown in Figure 2.3c) are

determined via a similar means to the slab waveguide case with the important distinction

that the solutions cannot be obtained analytically even for the most basic structures.

There are two widely used methods to approximate the mode solutions of a channel

waveguide: Marcatili’s method and the effective index method. The effective index

method approximates the solution by converting the two-dimensional waveguide into
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two, one-dimensional slabs and following the same treatment described in the previous

section to determine the effective index of one of the slabs which is used to calculate the

the effective index in the other. With the recent boom in integrated photonics, softwares

such as Lumerical and COMSOL have been established that allow for the numerical

approximation of the mode solutions using finite difference mode solvers or finite element

eigenmode solvers. These solvers create a mesh and solve Maxwell’s equations at each

grid point to approximate the total electric field profile in the waveguide material.

Another distinction between the channel and slab waveguides is that for the case of

light propagation in a slab waveguide, the light can be grouped in terms of orthogonal

polarizations leading to TE and TM modes. However, for the case of channel waveguides,

there is no pure TE or TM mode, and the modes instead exist as TEM modes with a

stronger polarization along one axis and are said to be quasi-TE or quasi-TM modes.

In the discussion of waveguide modes in the following chapters, the ”quasi-” is dropped

from the conventional, but it is important to note that the channel waveguide modes are

not purely TE or TM.

Polarization Fraction

There are a few characteristic properties of waveguide modes that are useful to de-

scribe the modes within a waveguide. Since channel waveguide modes are quasi-TE

(TM) modes, it is sometimes useful to describe the polarization fraction of a mode which

distinguishes the ratio of TE/TM polarization. For particular applications that are po-

larization sensitive, this metric can be important since only the portion of the light in

the correct polarization can interact in the desired fashion.
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Effective Mode Area

Another metric that will be used often in the following chapters is the effective mode

area for nonlinear interactions. Since some of the mode propagates in the cladding

material and not in the nonlinear material, an effective area that describes the overlap

of the mode with the nonlinear region is used,

A =

∫∫
∞ |E|2dxdy

∫∫
NL

dxdy∫∫
NL

|E|2dxdy
(2.33)

Propagation loss

In real systems, light travels with some attenuation in the waveguide due to sources

of scattering or absorption. Materials with high refractive index contrast have significant

electric field intensity at the core to cladding interface, so scattering loss is commonly

the leading factor in propagation loss [37]. The propagation loss is defined using the

attenuation constant, α1/km which describes how an input power P0 attenuates across

a length, L (in units of kilometers). The propagation constant incorporates all loss

mechanisms with the main contributors being from absorption and scattering loss.

P

P0

= e−α1/kmL (2.34)

The units of α are more commonly expressed in dB/length,

P

P0

= 10−αdB/kmL/10 (2.35)

where

α1/km = αdB/km ∗ ln(10)

10
(2.36)
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Propagation constants for high index contrast materials like silicon and AlGaAs are

currently experimentally determined to be on the order of 0.2-1 dB/cm [38, 39] while lower

index contrast materials like silicon nitride have demonstrated ultra-low loss propagation

of a few dB/m owing to the mode being primarily in the surrounding cladding [40].

Group Index

As described above, the effective index of a material relates the speed of wavefront

propagation in the medium relative to the speed of light in a vacuum. In the absence of

any dispersion, all frequencies travel with this characteristic effective velocity. However,

for real materials, the dispersion is non-zero, and thus light at different frequencies travel

at different velocities. The group index of a mode describes this effect by indicating the

linear variation of the effective index with respect to frequency,

ng = neff + ω
dneff

dω
(2.37)

The group index can be obtained directly from the mode field profiles.

Dispersion

Another important metric of waveguide modes is the higher order dispersion pa-

rameters that help to fully describe how the propagation speed varies as a function of

frequency. The first order dispersion, β1 = c/ng comes directly from the linear group in-

dex dependence, and in general the ith order dispersion relates to the ith order derivative

of the propagation constant with respect to frequency. Dispersion parameters describe

the variations in the propagation speed via Taylor expansion. In general, this allows us

to express the wavenumber k near ω0 as a summation of the different dispersion contri-
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butions,

k(ω) = n(ω)ωc =
∞∑
i=0

βi
i!
(ω − ω0)

i (2.38)

In terms of propagation within a dispersive material, the effect of dispersion causes

pulse broadening since the different frequency components of a pulse travel at different

velocities. For long waveguides or structures with significant dispersion, this difference

can result in destructive interference as certain frequency components become out of

phase. For nonlinear quantum light generation, dispersion is a significant consideration

in the design of waveguide structures.

One particularly important dispersion parameter which will be used to achieve phase

matching in nonlinear photonics is the group velocity dispersion, β2 = d2k/dω2. When

the refractive index increases with increasing frequency (meaning β2 > 0), the dispersion

is said to be normal. For the opposite case, the dispersion is said to be anomalous. The

group velocity dispersion is commonly expressed in terms of the dispersion parameter,

D,

D = −2πc

λ2
β2 (2.39)

Chapter 3 will illustrate how the dispersion of waveguides can be manipulated to

enable broadband phase matching of generated quantum states of light as well as how

different operating regimes can be achieved by adjusting the waveguide dimensions. Stan-

dard mode solvers can be used to approximate the values of all of the parameters discussed

above (with the exception of propagation loss from scattering and absorption which is

fabrication-dependent). The calculation of these mode properties is crucial in determin-

ing the waveguide geometry to use for a particular application.
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2.2.2 Ring Resonators

One of the most important PIC components utilized in this dissertation is the ring

resonator, an optical cavity that enhances nonlinear interactions and enables efficient

quantum light generation. Ring resonators are incredibly useful for many PIC applica-

tions acting as laser cavities, fast optical switches, integrated filters, modulators, and

sensors. In the most basic case, a ring resonator is a circular waveguide that is brought

close to a straight waveguide which can supply an electric field into the ring via evanescent

coupling or multimode interference coupling. When one waveguide (called the ”bus”) is

present, the resonator is in what is known as an all-pass configuration, and if two waveg-

uides are present, the waveguide is an add-drop resonator (shown in the dashed box of

Figure 2.5). The add-drop resonator can be used as a channel dropping filter, and the

all-pass resonator serves as a notch filter. Starting with an all-pass resonator as shown

in Figure 2.5 and assuming light travels in the bus waveguide from left to right, the

output electric field amplitudes Et(1,2) can be described by the transmission and coupling

coefficients t, k [41],

Et1

Et2

 =

 t κ

−κ∗ t∗


Ei1

Ei2

 (2.40)

The values of the coupling coefficients are dictated by the mechanism used. For

example, in the most basic case, coupling occurs at a single point where the waveguide

and ring are nearest each other. κ can be modeled using numerical mode solvers or

finite difference time domain solvers to approximate the power transfer between the two

waveguides. The next section will discuss a different coupling scheme known as a pulley

coupler where the bus waveguide bends and follows the ring for a portion of the arc in

order to increase the overall coupling possible for high confinement waveguides with large
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gaps between the ring and bus.

Figure 2.5: Schematic of an add-drop and all-pass ring resonator. The relevant cou-
pling and transmission coefficients for an all-pass ring resonator are shown in the cen-
tral panel. The different coupling regimes are illustrated in the simulated transmission
spectra of an all-pass ring resonator that is 10x undercoupled, critically coupled, and
10x overcoupled.

Regardless of the coupling mechanism and assuming the coupler is lossless, the values

of κ and t must follow symmetry such that |κ2|+ |t|2 = 1. Ei1 is chosen to be normalized

and equal to 1 to further simplify the system. For one round trip with loss coefficient α,

the field at Ei2 = αejθEt2. Here θ = kneffL for a ring circumference of L = 2πR and a

vacuum wavenumber k = 2π/λ0. Substituting these values,

θ = kneffL = 4π2neff
R

λ0
(2.41)

We can use the matrix formulation from Equation 2.40 to express the output field,

Et1 =
−α + te−jθ

−αt∗ + e−jθ
(2.42)

corresponding to a transmitted power,

Pt1 = |Et1|2 =
α2 + |t|2 − 2α|t|cos(θ + ϕt)

1 + α2|t|2 − 2α|t|cos(θ + ϕt)
(2.43)
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where t = |t|exp(jϕt) illustrates the coupling losses and phase of the coupler.

The resonance condition is met when the optical cavity length (neffL) is an integer

multiple (m) of the wavelength, i.e. 2πR = mλ0/neff . On resonance, (θ + ϕt) = 2πm,

and Equation 2.43 becomes,

Pt1 =
(α− |t|)2

(1− α|t|)2
(2.44)

As evident in this equation, a special case happens when α = |t| (or in terms of the

coupling coefficient |κ|2 = 1 − e−αL), which is known as critical coupling. Here, the

internal losses are equal to the coupling losses, and the transmitted power becomes zero

in the bus output from destructive interference between the incident field and the light

coupled out of the ring after one round trip. Figure 2.5 shows critical coupling where

the transmitted power goes to zero. When the intrinsic cavity loss exceeds the coupling

loss, the cavity is said to be undercoupled, and the resonance has a reduced extinction

ratio (shown in Figure 2.5 for 10 times undercoupled). When the intrinsic cavity loss is

less than the coupling loss, the resonator is overcoupled, and the resonance is broadened

with a reduced extinction ratio.

Another important metric of a ring resonator is the free spectral range, which de-

scribes the spacing between adjacent resonance wavelengths.

FSR =
λ20
Lng

(2.45)

where ng is the group index as described in the waveguide section above (section 2.2.1).

Estimation of Loss

Since the resonance linewidth is related to the coupling regime (and therefore the

intrinsic cavity loss), it is possible to use resonators to determine the propagation loss,

bending loss, and dominant loss mechanisms in a waveguide platform. For example,
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the cavity loss for resonators of varying waveguide widths can indicate the influence of

sidewall roughness on the propagation loss, and a group of resonators with different radii

can indicate how much bending loss contributes to the overall propagation loss. The

quality factor, Q, of a resonator relates the stored energy in the ring divided by the

power lost per optical cycle and is a measure of the sharpness of a resonance.

Qtotal =
ω

∆ω
(2.46)

For the case described above (and shown in Figure 2.5), the total loss in the system

can be decomposed into two factors: coupling loss and intrinsic cavity loss (or propagation

loss). Thus, the total quality factor (also called loaded quality factor) has contributions

from both of these sources of loss.

1

Qtot

=
1

Q0

+
1

Qc

(2.47)

with Q0 = ω0τrt/α1/kmL as the intrinsic quality factor and Qc = ω0τrt/|κ|2 as the coupling

quality factor for a round trip time τrt = ngL/c. For critical coupling, Qc = Q0 and the

total quality factor is one half the intrinsic quality factor.

Interestingly, from a measurement of the total quality factor and the extinction ra-

tio (magnitude of the resonance dip relative to the off-resonance power), it is possible

to estimate the intrinsic quality factor (and thus the coupling quality factor using the

expression above) of a ring resonator [42] using the expression

Q0 =
2Qtot

1±
√

min
max

, (2.48)

where the + case corresponds to undercoupling and the − to overcoupling, and min rep-

resents the minimum power at the resonance dip and max represents the off-resonance
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power such that min/max is the extinction ratio of the resonance. With a given cou-

pling regime determined, the Q0 can be determined using the above equation. From the

relationship 1/Qtot = 1/Q0 + 1/Qc this also allows us to determine the coupling quality

factor. To find which coupling regime a particular device is in, the equation above can

be assessed for a broad wavelength range (plotting both the + and − cases together).

Since the coupling into the resonator has a strong wavelength dependence, it is expected

that Qc will be wavelength dependent. Q0, on the other hand, should be less sensitive to

wavelength and remain consistent throughout the wavelength scan. With these expected

trends, the coupling regime can be approximated. Another method to distinguish cou-

pling and intrinsic Q is to sweep the coupling gap with all other values constant. Tracking

the values of the above equation as a function of gap should again show a trend in the Qc

with a consistent Q0. Thus, by fitting the resonances of a fabricated device, it is possible

to estimate important waveguide parameters like propagation loss. The mechanism of

this loss can also be determined (whether the loss is absorption or scattering limited) as

is done in Reference [43], though this study is outside the scope of this dissertation.

Pulley-Coupler Design

One of the benefits of using a material platform with a large refractive index like

silicon (n=∼3.4 at 1.55µm) or AlGaAs (also n=∼3.4 at 1.55µm) is that waveguides of

these materials have high refractive index contrast compared to the commonly used SiO2

cladding (n=1.44 at 1.55µm). This large contrast enables the design of waveguides with

high mode confinement which enhances the nonlinear interaction and allows for more

compact structures to be created since the tight confinement results in low loss bends

< 20µm in radius. On the other hand, this tight confinement can sometimes make it

difficult to efficiently couple light from one waveguide to another in a short distance.

Thus, in the design of ring resonators, a simple straight waveguide placed next to a
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ring may not transfer enough power into the ring for efficient nonlinear quantum light

generation. The design of pulley couplers, where the waveguide and ring bend together

for a portion of the ring, can allow for more power to be transferred into the ring. Figure

2.6a) illustrates a pulley coupler for a ring with radius R, coupling angle θ, and gap G.

Figure 2.6: a) Schematic of a pulley coupler designed to couple light from a bus
waveguide to a ring resonator. b) Mode profiles of the two TE supermodes of a 520
nm wide Al0.2Ga0.8As bus waveguide coupling to a 600 nm wide ring waveguide with a
400 nm gap and a radius of 30 µm solved via Lumerical EME. c) Linear plot showing
the electric field profile across the two coupled modes at the center of the waveguide.

The design of a pulley coupler follows coupled mode theory based on the existence of

supermodes when two waveguides are brought in close proximity. Figure 2.6b) illustrates

the two supermodes that exist between a 520nm wide AlGaAs bus waveguide and 600nm

wide ring waveguide with a radius of 30 µm and a coupling gap of 400nm. The AlGaAs

waveguide thickness is 400nm, and here the coupling is illustrated for the TE polarized

modes. Starting with the simple case of two straight waveguides separated by a gap G,

we can model the interaction of light initially traveling in the bus waveguide and coupling

into the ring such that the fraction of power coupled into the ring is,

κ2 =
Pring

P0

= sin2(C · L) (2.49)

where P0 is the initial power, Pring is the power transferred to the ring, L is the coupling
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length, and C is the coupling coefficient [44–46]. To obtain the coupling coefficient, a

numerical calculation of the two supermode effective indices is completed using Lumerical

eigenmode expansion (EME) mode solver. Figure 2.6 shows these modes and calculates

their effective indices. The coupling coefficient is calculated from,

C =
π∆n

λ
(2.50)

where ∆n is the different in the effective index of supermode 1 and 2. For the case of

a pulley coupler, this method holds with the coupling length now expressed based on the

arc length L = θR, and the supermodes are solved using a bent waveguide model in the

EME solver. It is also useful to express the coupling in terms of the difference betwen

the two modes’ angular propagation constants,

β1,2 =
2πn1,2

λ
(2.51)

where the subscript 1, 2 corresponds to the first and second supermode. For the exam-

ple modes shown in Figure 2.6, the difference in propagation constants between the two

supermodes is small 0.1002 rad−1, indicating that the two modes travel with little phase

mismatch. Comparing the value of ∆βsupermodes with ∆βuncoupled, the coupling rate be-

tween the two waveguides can be calculated κ2 = (∆βsupermodes)
2 − (∆βuncoupled)

2. Note

that here, the formula incorporates ∆βuncoupled since the ring and the bus waveguides

have different dimensions. The maximum transmitted power in this system (ignoring the

limitations of < 360◦ coupling angle) is Pmax = κ2/(∆βsupermodes). For the system above,

Pmax = 0.9993 indicating that almost all of the light could (in theory) be transferred

from the bus waveguide to the ring. Depending on the desired system, a coupling value

κ2 may be desired anywhere from ∼ 0 to 1. Using the methods above, we can estimate
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the coupling for a particular ring design,

κ2 = Pmaxsin
2(θ∆βsupermodes) (2.52)

Ring resonators with pulley couplers form the basis of most of this work, so the

necessary background information was described in considerable detail in this background

chapter. Other fundamental PIC components are left for Chapter 4 which details our

work on developing a full toolbox of components for the AlGaAsOI material platform.

2.3 Nonlinear Photonics

The generation of quantum light using nonlinear materials stems from either the sec-

ond or third order nonlinearity which arise from the polarizability of a dielectric medium.

When an electric field is applied on the medium, the material polarization can be de-

scribed by the sum of electric fields Ej (j=1,2,3,...) [47, 48],

P = ϵ0(χ
(1)E1 + χ(2)E1E2 + χ(3)E1E2E3 + ...) (2.53)

where ϵ0 is the electric permittivity of free space, χ(1) is the linear susceptibility and χ(2),

χ(3), ... are the nonlinear susceptibilities of the medium. The second order nonlinearity,

χ(2), enables three-wave mixing processes like second harmonic generation and sponta-

neous parametric down conversion (SPDC) while the third order nonlinearity enables

four-wave mixing processes like spontaneous four-wave mixing (SFWM). The nature of

these nonlinearities is related to the crystal structure of the dielectric medium. For crys-

tals that are non-centrosymmetric, a χ(2) nonlinearity exists, and all crystals have a χ(3)

nonlinearity. The strength of these nonlinearities varies based on the crystal structure,

and materials with stronger asymmetries tend to have larger nonlinearities. For example,
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bulk silicon has a diamond crystal structures that is centro-symmetric; thus, bulk silicon

does not have a χ(2) response due to symmetry arguments. Materials like AlGaAs, on the

other hand, have a zinc blende crystal structure with varying atom sizes on the different

coordinate points, resulting in a large χ(2) nonlinearity. In general, the second order

nonlinearity is much stronger than the third order nonlinearity. For condensed matter,

χ(2) is on the order of 1/Eat or ∼ 1.9× 10−12 m/V while χ(3) is typically on the order of

1/Eat
2 or ∼ 3.8× 10−24 m2/V2 where Eat is the atomic electric field strength [48]. Table

2.2 shows the values of a few commonly used nonlinear material systems. The reason

why polarization (as described in Equation 2.53) is important in the description of non-

linear optical phenomena is that a time-varying polarization can act as a source of new

components of the electromagnetic field. We can see this through Maxwell’s equations

with polarization included,

∇×∇E +
a

c2
∂2E

∂t2
= −µ0

∂2P

∂t2
(2.54)

The final term, ∂2P
∂t2

, is a measure of the acceleration of the charges in the medium and

is consistent with Larmor’s theorem of electromagnetism, which states that accelerated

charges generate electromagnetic radiation.

First-Order Processes

The first-order susceptibility coefficient χ(1) is related to the refractive index of a

material n2 = χ(1) + 1, with the real part contributing to the refractive index and the

imaginary part describing loss (or gain). The basis of χ(1) is dipole excitations induced by

a single photon [49]. Semiconductors like silicon see contributions from the effect of free

carriers that modify both the real and imaginary components of the χ(1) susceptibility

giving rise to free carrier absorption and dispersion. The complex refractive index for
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these materials can be written as [49–51],

n(λ,Ne, Nh) = n0(λ) + δnFC(Ne, Nh) + i
λ

4π
[α0(λ) + δαFC(Ne, Nh)] (2.55)

where n0(λ) and α0(λ) express the wavelength dependence of refractive index and ab-

sorption, and δnFC and δαFC are the free-carrier index change and absorption which

depend on the electron and hole densities (Ne,h).

Second-Order Processes

As briefly discussed, materials like silicon with inversion symmetry do not possess a

second order nonlinear susceptibility, though it is possible to induce second-order effects

by disrupting this symmetry [49, 52]. Focusing on materials that inherently possess

a second-order nonlinearity like AlGaAs and InGaP, these effects can be evaluated by

representing a propagating electric field as a superposition of two waves E1 and E2 with

frequencies ω1,2. Writing the total field,

E(r, t) =
2∑

n=1

[
En(r, ωn)e

−jωnt + c.c.
]

(2.56)

and using the second order polarizability from Equation 2.53,

P (2)(r, t) = ϵ0χ
(2)E1E2 (2.57)

P (2)(r, t) = [E2
1(r, ω1)e

−j2ω1t + E2
2(r, ω2)e

−j2ω2t

+ 2E1(r, ω1)E2(r, ω2)e
−j(ω1+ω2)t + 2E1(r, ω1)E

∗
2(r, ω2)e

−j(ω1−ω2)t

+ E1(r, ω1)E
∗
1(r, ω1) + E2(r, ω2)E

∗
2(r, ω2)]

(2.58)
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The first two terms correspond to second harmonic generation where a photon at 2ω1

is generated from two photons at ω1. The third and fourth terms correspond to sum

frequency generation and difference frequency generation, respectively. Here, a photon

is generated with frequency ω1 ± ω2. The last terms contribute a DC component to

the polarization vector [52]. Interestingly, if one of the frequencies (ω1,2) is much lower

than the other, or if a DC field is applied, the sum and difference frequency generation

components oscillate at the high frequency signal, resulting in a refractive index which

depends on the amplitude of the low-frequency field. This effect is the linear electro-optic

effect or the Pockels effect.

Third-Order Processes

In a similar approach to the second-order process, we can describe the electric field

as a sum of three waves E1,2,3 such that the third order polarizability becomes,

P (3)(r, t) = ϵ0χ
(3)E1E2E3 (2.59)

P (3)(r, t) = [E3
1(r, ω1)e

−j3ω1t

+ 3E2
1(r, ω1)E2(r, ω2)e

−j(2ω1+ω2)t

+ 3E2
1(r, ω1)E

∗
2(r, ω2)e

−j(2ω1−ω2)t

+ 6E1(r, ω1)E2(r, ω2)E3(r, ω3)e
−j(ω1+ω2+ω3)t

+ 6E1(r, ω1)E2(r, ω2)E
∗
3(r, ω3)e

−j(ω1+ω2−ω3)t

+ 3|E1(r, ω1)|2E1(r, ω1)e
−jω1t

+ 6|E2(r, ω2)|2E1(r, ω1)e
−jω1t]

(2.60)

47



Background Chapter 2

For simplicity, the permutations of photon indices have been grouped into like terms,

though the complete expression would explicitly include each of these contributions. In

a similar fashion to the second-order process, each term in this equation corresponds

to a different nonlinear interaction process. The first term is related to third harmonic

generation where three photons at ω1 generate a single photon at 3ω1. The middle terms

(second, third, fourth, and fifth) are responsible for four-wave mixing where two photons

annihilate and generate two photons at different frequencies (signal and idler photons).

The sixth term is responsible for self-phase modulation and two photon absorption. The

real part of χ(3) describes the self-phase modulation while the imaginary term describes

two-photon absorption.

The sixth term is important as it describes the intensity-dependent perturbations of

the refractive index and absorption coefficient [52],

n = n0 + n2I − j
λ

4π
(α0 + α2I) (2.61)

Note that this has a similar form to the refractive index change from free carrier absorp-

tion Equation 2.55, but now there is an intensity (I) dependence, and the Kerr coefficient

(n2) and two-photon absorption coefficient (α2) show how the sixth term of Equation 2.60

contribute to the refractive index. The coefficients

n2 =
3

4ϵ0cn2
R(χ

(3)
eff ) (2.62)

and

α2 =
3ω

2ϵ0c2n2
I(χ(3)

eff ) (2.63)

relating the real and imaginary parts of the effective third-order nonlinearity to the Kerr

and two-photon absorption coefficient, respectively. Physically, two-photon absorption
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can be seen as the absorption of two photons whose energy is large enough to excite an

electron from the valence to the conduction band. This process is an important limitation

on nonlinear processes in silicon near the telecom c-band (1550nm) since the sum of the

energy of two photons at 1550nm is larger than the silicon bandgap. For material systems

that are explored in this dissertation like InGaP and AlGaAs, the bandgap is large enough

that two-photon absorption does not impact the performance.

The final term in Equation 2.60 represents the process of cross-phase modulation.

This effect is still related to the intensity-dependent refractive index, but here the signal

at ω2 influences the propagation of the ω1 signal. The leading coefficient shows that

cross-phase modulation is twice the strength of self-phase modulation.

This discussion only includes the effects of electronic contributions to the nonlinear

susceptibility, though in general, the contributions of phonons should also be considered.

The third-order susceptibility can be decomposed into the electronic and Raman (or

phonon-mediated) contributions χ(3) = χ
(3)
e + χ

(3)
R . For the scope of this work, phonon-

based nonlinear interactions are disregarded.

Further discussion of the second and third order nonlinearity are left for Chapter

3 which describes the generation of quantum states of light using these nonlinear in-

teractions. A summary of some of the material systems used for nonlinear integrated

photonics and their relevant parameters is included in the next section.

Material Platforms

The developments of integrated photonic material platforms over the past decade

have enabled many new opportunities for chip-scale nonlinear photonics. A review of

these platforms and some of the applications that these materials can be used for is

found in Reference [53]. One of the driving forces for these platforms is the significant

improvement in fabrication techniques that have reduced the waveguide propagation
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loss. Advances in the material growth, defect passivation, and microfabrication (reducing

sidewall roughness) have brought integrated platforms into the regime where they can

compete with their bulk counterparts. The overall improvement in these fabrication

systems has also expanded the potential materials that can be used. A list of integrated

nonlinear material platforms is included in Table 2.2, and the following sections will

highlight the properties of some of the more commonly used material systems. Based on

these high-performing nonlinear platforms, quantum photonic devices and system-level

demonstrations have been realized.

Silicon: Owing largely to the boom of research surrounding the electronics industry,

silicon photonics has seen explosive growth, and is widely considered the state-of-the-art

material system for high-speed classical and quantum telecommunications [54]. Many of

the properties that make silicon the leading system for electronics are the same qualities

that make it a leading material for photonics. Silicon is abundant, has great thermal

conductivity, can be grown with incredible purity, can be doped, and has an intrinsic

oxide that forms high quality interfaces (and can be used to naturally form a cladding for

an optical waveguide). Along with these characteristics, the strong χ(3) Kerr nonlinearity,

thermo-optic effect and transparency in the telecom c-band make it a great material for

photonic integrated circuits (PICs) for both classical and quantum applications. The core

platform for silicon photonics is silicon-on-insulator (SOI) where the optical waveguides

are defined by etching silicon and surrounding it with SiO2 which serves as the cladding.

Many of the essential photonic building blocks required for splitting, modulating, filtering,

and generating photons via nonlinear interactions have been demonstrated on the SOI

platform [55, 56]. The widespread use of SOI in classical photonics has also enabled rapid

advances in chip-based quantum technologies, owing at least in part to the established

infrastructure [57, 58].

In terms of quantum light generation, SOI has high refractive index contrast which
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enhances the nonlinear effect, and allows for dispersion engineering to optimize the con-

version bandwidth. The large Kerr nonlinearity enables efficient spontaneous four-wave

mixing from both straight waveguide sources and resonator-based systems [59–61]. Per-

haps the most important factor is, again, the scalability, reliability, and precision of the

complementary metal oxide semiconductor (CMOS) foundry process which results in a

high yield, reproducible, and accessible material platform. Unlike some of the other mate-

rials discussed, SOI foundries enable researchers without access to their own nanofabrica-

tion facility to create quantum (or classical) PICs. The SOI platform, however, does have

some limitations that hinder the ubiquity for large scale QPICs. Besides the well-known

fact that silicon has an indirect bandgap which prevents the direct integration of efficient

photon emitters for light sources, it also suffers from high nonlinear losses (see Section

2.3) like two-photon absorption and free carrier absorption at telecom wavelengths [62]

which restricts the achievable quantum light generation rate. Additionally, since state-of-

the-art single photon detectors utilize superconducting nanowire single photon detectors

(SNSPDs) [63–65], the lack of electro-optic tuning capability (since silicon does not have a

second-order nonlinearity) restricts full-scale implementation of SOI QPICs since thermo-

optic tuning does not work at the cryogenic temperatures required. Alternative routes

to tune circuit components in SOI involve doping to create a PN-junction which enables

operation at lower temperatures, but further increase nonlinear losses from free carrier

absorption [66].

Silicon nitride (SiN): SiN is another CMOS-compatible material with great promise

for QPICs. Compared to the SOI platform, SiN offers much lower propagation loss and

a larger bandgap that enables visible-light applications and eliminates nonlinear losses

for light at the telecom c-band. Similar to SOI, one of the main motivations for the SiN

platform is its foundry-compatible fabrication which enables high yield, reproducible,

and scalable demonstrations. Advances in the fabrication of SiN waveguides has enabled
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thick SiN with < 1.0 dB/m propagation loss, corresponding to ring resonator quality

factors > 30 million [67]. In fact, > 670 million quality factors have been recorded using

a high aspect ratio silicon nitride waveguide [68]. These waveguides, however, push most

of the mode into the cladding, making them less useful for nonlinear photonics (since

the core has the strong nonlinearity). The low loss of the SiN platform is important as

quantum circuits begin to scale to thousands of components. The broad bandgap enables

visible quantum light generation and entanglement distribution that can interact with

atomic or ion transitions [69, 70].

Similar to SOI, the SiN platform lacks an inherent χ(2) nonlinearity (though re-

searchers are exploring photo-galvanic induced second-order nonlinear interactions [71])

which limits full-scale integration. The refractive index of SiN (∼ 2.2) at telecom wave-

lengths results in large mode areas requiring large bend radii to prevent scattering loss.

This results in a lower device density and increases the size of circuits on the platform.

The main limitation, however, is the relatively weak Kerr nonlinearity that reduces the

efficiency of nonlinear processes.

Lithium niobate (LN): LN has a large second-order nonlinearity, and thus has been

historically used for high-speed electro-optic modulators [72]. LN also has a large bandgap

which expands the operating ranges of PICs on the platform, and advances in fabrication

maintain relatively low-loss throughout the visible and telecom windows [73]. Along with

the large second-order nonlinearity which can be used for quantum light generation via

parametric down conversion, the large third-order nonlinearity enables four-wave mixing

for frequency comb generation [74] and quantum light generation. Compared to the SOI

and SiN discussed in the last two sections, LN can be tuned at cryogenic temperatures

via the electro-optic effect. The crystal structure also allows for periodic poling which

can be used to create long, quasi-phase matched waveguides that allow for broadband

light generation [75]. One of the main limitations of the platform compared to SOI and
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SiN is the cost and manufacturability. Wafers of LN can be purchased commercially, but

are expensive, and the fabrication process is not nearly as scalable as technologies like

SOI and SiN.

IIIV semiconductors: Emerging platforms for integrated nonlinear photonics are

based on III-V semiconductors including In(Ga)P, InAs, AlGaAs, GaN, AlN, and InSb.

These materials have orders of magnitude larger nonlinear coefficients than silicon and

SiN which makes them attractive candidates for nonlinear photonics. Along with the high

nonlinearities, the direct bandgap of these platforms opens the potential for integration

of chip-scale laser sources, and thus many of these platforms have been integrated with

silicon and SiN waveguides for light sources [76–78]. Additionally, waveguide-integrated

SNSPDs have been demonstrated [79] which, along with the necessary passive and active

components, offers promise for a fully integrated material platform for QPICs. Previously,

these materials have had significant propagation loss that has prevented the scaling of

purely III-V circuits. Initially, AlN [80] and GaN [81] were developed for nonlinear

photonics, followed soon after by materials with exceptionally large nonlinearities like

AlGaAs [82–84] and GaP [85, 86]. These highly nonlinear materials are the focus of this

thesis, and offer great promise for efficient, scalable, fully integrated nonlinear quantum

photonics systems.

A key turning point for the AlGaAsOI platform (which is the main material system

explored in this thesis) was the demonstration of low-loss (< 0.2dB/cm) waveguides in

2020 [39, 87]. This result was achieved through advancements in the fabrication process

that improved the sidewall roughness and improvements in the surface passivation that

reduced the absorption loss from defects on the surface. This result motivated much

of the work in this dissertation and led to the demonstration of ultra-bright entangled

photon pair generation from AlGaAsOI ring resonators [83] (see Chapter 3).

Currently, one limitation for the IIIV-on-insulator platform is the relatively high prop-
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agation loss at short wavelengths, particularly below 1 µm, which is mainly associated

with surface defects [88]. Another challenge for these platforms, compared to Si or SiN

platforms, is the lack of well-developed components, which currently is limiting system-

level demonstrations. This hurdle was recently addressed for AlGaAsOI as described in

Chapter 4, but additional development is necessary for other III-V material platforms.

Additionally, AlGaAsOI and InGaPOI are capable of relatively inexpensive and high-

volume production with potential cost advantages over other novel nonlinear platforms,

such as LNOI.

Material χ(2) [pm/V] χ(3) [cm2/W] n at 1550nm Bandgap [nm] Scalability [mm] Reference
SOI - 6.5 × 10−14 ∼3.4 1100 300 [89]

SiNOI - 2.5 × 10−15 ∼2 238 300 [67]
LNOI 26 5.3 × 10−15 ∼2.14 310 150 [90]

AlGaAsOI 180 2.6 × 10−13 ∼3.4 625 200 [87]
GaNOI 9 1.2 × 10−14 ∼2.3 365 - [81]
InGaPOI 263 1.1 × 10−13 ∼3.2 650 200 [86]
AlN-OI 1 2.3 × 10−15 ∼2 205 300 [80]
SiC-OI 12 1 × 10−14 ∼2.7 383 100 [91]

Table 2.2: Comparison of nonlinearity, refractive index, bandgap, and scalability of
nonlinear material platforms

A summary of the materials discussed in the preceding sections is included in Table

2.2. As discussed, each of the prominent material platforms have their pros and cons.

SOI and SiN are incredibly scalable, allowing for large-scale implementations at low cost,

but have restrictions on the nonlinear efficiencies from either parasitic effects (like two-

photon absorption in SOI) or weak nonlinearities (like SiN). LN is relatively low-loss

and has large nonlinearities but is expensive to use for fully integrated circuits. III-V

semiconductors are not nearly as scalable as some of these other materials, but offer

the possibility of full-scale integration with active components, light sources, and single

photon detectors. The recent improvements to AlGaAsOI and InGaP have motivated

their use for nonlinear quantum light generation which is the focus of this thesis.
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Chapter 3

Quantum Light Sources

The goal of integrated quantum photonics is to create an ideal source of nonclassical

light (such as single photons, photon pairs, photon-number states, or continuous vari-

able squeezed states of light) that can be utilized as a resource of quantum information.

Many applications including quantum communications (see Chapter 5), quantum infor-

mation processing [1, 2], quantum computing [3], quantum networking [4], and quantum

metrology [5] require quantum photonic resource states with high brightness, purity,

and indistinguishability, and thus, the exploration of material systems that can improve

upon the current state-of-the-art single photon sources is an important field of research

to expand the scale of quantum systems. As is the motivation for most chip-scale tech-

nologies, the miniaturization of these quantum light sources to the chip-scale is driven

by low size, weight, power and cost (SWaP-C). There are two main categories of chip-

scale quantum light sources: deterministic sources, relying on single-quantum emitters

like self-assembled quantum dots (QDs), and probabilistic sources, utilizing nonlinear

interactions like spontaneous parametric down conversion (SPDC) and spontaneous four-

wave mixing (SFWM) [6]. While SPDC sources have long been seen as cutting-edge for

producing heralded single and entangled photons, recent advancements in III-V micro-
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fabrication have led to high-quality QD-based sources for quantum applications off-chip,

as demonstrated by ground-to-satellite quantum key distribution [7] and 20-photon, 60-

mode Boson sampling [8]. Development of single-photon emitters is an active research

area with extensive research into the creation and engineering of emitters in several ma-

terial platforms, including silicon, silicon carbide, diamond, and 2D materials [9, 10];

however, each of these emitter platforms are still at a technology readiness level that

prevents large-scale implementation for quantum applications. Some challenges for semi-

conductor QD development, for example, include limited control over their spatial and

spectral properties, difficulties in efficiently guiding emitted light on a chip, and the need

for cryogenic operating temperatures. On the other hand, SPDC and SFWM sources offer

notable advantages in terms of scalability, boasting arrays of up to 18 indistinguishable

heralded sources that can be monolithically integrated onto a silicon photonic chip [11].

Progress in improving the brightness of these sources in recent years has also now led to

probabilistic sources comparable to the best single QD sources [12].

In the previous chapter, the concept on nonlinear optics was introduced along with

a classical description of SFWM and SPDC. This discussion emphasized some of the

characteristics of a material system that could be optimized to increase the interaction

strength of this nonlinearity. The ultimate goal of this work with nonlinear integrated

photonics is to utilize these nonlinear interactions to generate nonclassical states of light

that can be manipulated and utilized for quantum communications and computation

applications. This chapter focuses on the generation of quantum states of light from

nonlinear materials, with an emphasis on cavity-based integrated sources of quantum

light. In the classical picture, the FWM process is stimulated with a seed laser source.

Moving to the quantum picture, we will discuss how vacuum fluctuations ”seed” the

nonlinear interactions in the absence of this stimulated source. This description will

be utilized to model the generation rate of entangled photon pairs from both χ(2) and

63



Quantum Light Sources Chapter 3

χ(3) nonlinear materials, describing the spontaneous analog to classical four-wave mixing

(FWM) and parametric down conversion (PDC). Operating these sources in the low

power regime, we will characterize the photon pair generation rate and heralded single

photon quality. In the higher power regime, these sources can act as sources of quadrature

squeezed light which has many applications in quantum metrology [5] and continuous-

variable quantum information [13].

3.1 Photon Pair Sources

Photon pair sources are valuable in various quantum applications due to the corre-

lations that exist between the generated photon pairs. These pairs of photons exhibit

inherent connections such that the measurement of one of the photons results in a cor-

related measurement of the other photon. Figure 3.1 summarizes the key concepts of

nonlinear photon-pair generation [6]. In SPDC (a χ(2) nonlinear process), a single pump

photon at frequency ωp gets annihilated, creating a pair of signal and idler photons at

frequencies ωs and ωi respectively, where ωp = ωs+ωi. In contrast, SFWM (a χ(3) nonlin-

ear process) generates photon pairs by annihilating two pump photons while conserving

energy and momentum (2ωp = ωs + ωi). SPDC tends to be more efficient due to the

larger χ(2) nonlinearity; however, SFWM allows for quasi-degenerate or degenerate pump,

signal, and idler photon frequencies, providing advantages in relaxed dispersion engineer-

ing requirements in photonic waveguides and resonators. For both types of nonlinear

sources, two methods for generating photon pairs exist, through linear or spiral waveg-

uides and through microring resonators or photonic crystal cavities (optical cavities) [14].

Waveguides can efficiently produce photon pairs using periodic poling [15, 16] or geome-

try tailoring [17], enabling phase matching between the photons over longer propagation

distances. However, these structures often necessitate millimeter- or centimeter-long
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waveguides to generate substantial signal and idler photon flux. Microresonators, on the

other hand, offer advantages as the longer cavity lifetime enhances the effective non-

linearity, enabling efficient pair generation in micrometer-scale devices and reducing the

impact of fabrication nonuniformity on the phase-matching condition. Chip-scale sources

of entangled pairs have been integrated with various photonic platforms, including sil-

icon [18], nitrides [19], indium phosphide [20], and lithium niobate [21], but each has

fundamental limitations that restrict the photon-pair brightness and quality, including

weak optical nonlinearity or high waveguide loss. Our work focuses on two relatively

new integrated photonic material platforms: aluminum gallium arsenide (AlGaAs) and

indium gallium phosophide (InGaP). As discussed in the previous Chapter 2, these ma-

terials have large nonlinear coefficients, can be integrated with active components, and

as of recently can be manufactured on the wafer scale. Improvements to the fabrication

process have enabled these platforms to support low loss waveguides and high quality

factor microring resonators.

3.1.1 Properties

In order to design a useful source of photon pairs, it is important to identify the

metrics that characterize an ideal photon pair source. A description and analysis of

the measurements of such photon pair properties constitutes the final sections of this

chapter, illustrating some of the fundamental trade-offs between these qualities. Here,

we introduce these concepts. First, the ideal photon pair source produces entangled

photon pairs that are bright (many pairs generated for a given pump power input) for

high rates in a given optical mode, indistinguishable (such that different photons from

the same or different sources are in the same quantum state and can be interfered), and

pure (such that only the desired photon state is produced). For the creation of larger
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Figure 3.1: Generation of entangled photon pairs using nonlinear materials. The
energy conservation of χ(2) SPDC and χ(3) SFWM processes is indicated where one
(two) pump photon annihilates to generate a signal and idler photon pair for SPDC
(SFWM). The generated signal and idler frequencies are correlated as shown in the
joint spectral intensity plots. For resonant excitation schemes, the resonance modes
are correlated while off-resonant frequencies do not enter the resonator and thus do
not generate photon pairs.

qubit systems (for example a system with two or more sources of nominally identical

photons), it is also desirable to have photon pairs that are separable such that they are

indistinguishable.

Brightness

The photon pair brightness is a common figure of merit that essentially describes

the efficiency of the photon pair source in terms of pairs s−1 mW−1 for SPDC (pairs

s−1 mW−2 for SFWM). The most basic requirement of a source is that it produces a

high photon pair rate with a small amount of input power. Enhanced source efficiency

reduces the requirements of the pump power and pump rejection filters, reducing the
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system loss (fewer filters typically means lower loss) and enabling larger applications to

be explored. The brightness is typically measured using single photon detectors and

demultiplexers to record the single photon counts for the signal and idler photon pairs

generated from the source. Time correlated single photon counting modules allow for

the coincidence count rate of the source to be recorded. Accounting for the loss from

the source to detectors, it is possible to estimate the on-chip photon pair brightness

using either the single photon counts or the coincidence count rates. Just looking at the

collected single photon counts, the brightness of the source on chip can be estimated

by taking the collected singles counts, subtracting the accidental/background counts

and then accounting for the loss the single photons experience. We can can measure

the single photon counts as a function of power, and use a fit of Nraw vs. P (or P 2

for SFWM sources). The total rate of on-chip photons generated should be Rchip =

(Nraw(s,i) − Nbackground)/ηs,i. This approach should yield the same value as using the

coincidence counts of the signal and idler photons (CC). Again, the slope of the linear (or

quadratic) dependence on power is used to determine the average number of coincidences

as a function of power, and Rchip = (CCraw−CCacc)/(ηiηs). In practical applications, the

raw (uncorrected) brightness is used since the usable photon rate includes the attenuation

caused by system losses, thus encouraging low-loss photonic testbeds. Oftentimes, the

brightness is also normalized to the bandwidth across which the pairs can be generated

(total bandwidth for a spiral or waveguide source, or mode linewidth for a resonator

source). This can provide a better comparison between different types of sources and

there usable brightness in a given bandwidth (say, of an optical filter for experimentation).

Coincidence to Accidental Ratio

The photon pairs generated from a nonlinear quantum light source should be tem-

porally correlated meaning that the generated signal and idler photon pair should arrive
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at their respective detectors within a time bin the size of the two-photon coherence time

(discussed below in Section 3.1.1). This coincidence event should be much brighter than

any background noise in the system. The coincidence to accidental ratio (CAR) is a

metric that quantifies the ratio of the coincidences from the photon pair source to the

background accidental counts. Accidentals are from lost photon pairs, pump leakage into

the detectors, dark counts from the detectors, and any other sources of non-correlated

photon pairs (like the room lights). A large CAR indicates a good signal to noise of the

detected photons, which can be useful to minimize errors in quantum communications or

computing applications. There is typically an inverse relationship between photon pair

flux and CAR because at higher powers, multi-pair emission events begin to contribute

additional uncorrelated accidental coincidence counts.

Indistinguishability

Once a bright source of photon pairs is established, another important property is

the indistinguishability of the photons generated from the source. This is important

because it dictates the interference expected from pairs of the same source and can limit

how two (or more) sources’ photons interfere with each other. In order for photons to be

indistinguishable, they must be identical in all degrees of freedom: arrival time, transverse

mode shape, temporal shape, polarization, and frequency. The use of integrated systems

like waveguides and ring resonators eases some of the requirements since the waveguide

can be engineered to support one transverse mode and maintain the polarization state. To

measure the indistinguishability of a source, a measurement of the interference visibility

can be completed. One such measurement is completed using a Franson interferometer

[22] where the photon stream is split into two paths, one with a time delay relative

to the other. This system measures the time-energy entanglement visibility because

the two-photon states can interfere (see Section 3.1.5). If the photons generated from
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the source are indistinguishable, the visibility will be 100%. Any degradation in the

visibility indicates either a limitation from the measurement or from the quality of the

source. Indistinguishability between two (or more) nominally identical pair sources can

be determined through Hong Ou Mandel interferometery, which is described in Chapter

6.

Purity

It is also important the photons generated from the source are pure (defined here

as the source producing a single pair of photons, ignoring the vacuum component due

to optical loss and < 100% pair generation efficiency). The purity of a source can be

degraded if, for example, too much power is used and multiple pairs of photons are

generated simultaneously in a given time window instead of just one photon pair. To

measure the single photon purity, a heralded g2 measurement is completed where the

idler photon is sent directly to a detector and the signal photon is sent through a 50/50

beamsplitter to one of two detectors. A measurement is made based on the three-fold

coincidences (which should be zero if only one pair of photons is created). The rate of

three-fold coincidences indicates the probability of creating a higher photon number state

that degrades the purity of the source.

Coherence Time

The coherence time of a photon is the time duration over which the phase of the

wavepacket is stable. It can be related to the linewidth of the photons (∆ω) such that

τcoh,single ≈ 1
∆ω

[23]. The coherence time of generated photon pairs will vary based

on the pumping scheme due to this relationship. For continuous-wave lasers with nar-

row linewidths (which can approach 10s of kHz), the coherence time can be quite large

(∼ µs) [24] On the other hand, the use of pulsed lasers results in a broader spectral
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linewidth and thus a reduced coherence time of the generated light. When consider-

ing nonlinear quantum light sources, the photon pair coherence time (described above)

should be distinguished from the coherence of the individual single photons. As described

below, both linear waveguides and resonant structures can be used to generate entangled

photon pairs. The nature of this generation has a direct impact on the coherence time

of the single photons as they propagate. For the case of non-resonant structures, the

single photons have coherence times based on the filters used to separate the two single

photons. It is common to use standard wavelength division demultiplexers with 100 GHz

bandwidths, resulting in single photon coherence times on the order of 10 ps [25]. For the

resonator case, the single photons have spectral properties from the resonance, improving

the coherence time. A resonance that has a 1 GHz linewidth will result in single photon

coherence times on the order of 1 ns [26]. Since the quality factor (as defined in Chapter

2) is Q = ω/∆ω, the coherence time of a photon from a resonator can be estimated as

Q/ω.

Both the single photon and photon pair coherence times are important characteristics

when considering interference measurements. In order to interfere photon pairs, the time

delay τd must be below the photon pair coherence time τp and above the single photon

coherence times τs, meaning τs < τd < τp. This relation allows the two photons to

interfere and prevents the interference between the single photon and itself.

Separability

The last metric impacts the ability to use multiple pairs simultaneously. Separability

indicates the state of entanglement that exists between the signal and idler photon pairs.

If the pairs are separable, then the signal photon can be measured without providing

any information about the state of the idler photon. In the case that the photons are

entangled, the measurement of an idler photon will collapse the state of the signal photon,
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at least partially disrupting any subsequent interference with photons from other photon

pairs. There are continuously varying degrees of separability, so some interference can

still occur, but when scaling the dimensionality of entangled photon pair resource states,

the separability will fundamentally dictate the interference visibility of different photon

pair sources used in parallel.

3.1.2 Waveguide-Based Sources

One of the most straightforward approaches to the chip-scale integration of nonlinear

quantum light generation is to utilize a simple straight waveguide. The waveguide ap-

proach relies on careful phase matching such that the generated light remains in phase

with the injected pump light and gains amplitude as it propagates the length of the

waveguide. Provided that this phase-matching requirement is satisfied, the approach is

very simple where the SPDC or SFWM signal grows as the modes travel along the waveg-

uide, providing an advantage to longer waveguide lengths (provided the propagation loss

is low enough that the additional length does not quench the pump light). However,

these longer waveguide geometries also accumulate more phase mismatch due to disper-

sion, so the enhanced rate comes at the cost of the photon pair generation bandwidth.

A consideration often made when designing these systems is the total area required on

a fabricated chip. Thus, it is common to utilize spirals that can compactly create long

waveguides by looping back around itself instead of requiring a chip that matches that

waveguide length. Figure 3.2 shows a microscope image of six spirals with total waveg-

uide lengths of from 3.1 cm to 4.2 cm. In order to fit the same waveguide length in a

straight line, the width of the bar would have to be > 10 times larger than used for these

devices.
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Figure 3.2: Microscope of 400 nm thick Al0.2Ga0.8AsOI wavguide spirals with lengths
from 3.1 cm to 4.2 cm.

Second-Order Nonlinearity

Using the classical description of nonlinear interactions established in Chapter 2,

we can move into a more quantum description of the states generated via second-order

nonlinear interactions in waveguides. Here, we focus on the process of SPDC, but similar

derivations can be made for second harmonic generation, sum and difference frequency

generation, and other three-wave mixing processes. Starting first with the theory of

SPDC in linear waveguides, we can describe the nonlinear Hamiltonian as [15, 27–30],

H = HL +HNL (3.1)

HL =

∫
dkℏωFka

†
FkaFk +

∫
dkℏωSHka

†
SHkaSHk (3.2)

HNL = −
∫
dk1dk2dkS(k1, k2, k)a

†
Fk1

a†Fk2
aSHk +H.c. (3.3)
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where the frequencies are denoted by ωF,SH for the fundamental and second-harmonic,

and the nonlinear coupling coefficient S(k1, k2, k) is defined as

S(k1, k2, k) =
1

ϵ0

√
ℏ3ωFk1ωFk2ωSHk

(4π)3

∫
drΓijk

2 (r)× [diFk1
]∗[djFk2

]∗dkSHke
i(∆k)z. (3.4)

We can use the linear response of the material to relate Γijk
2 (r) to χ(2)i,j,k(r).

Γijk
2 (r) =

χ(2)i,j,k(r)

ϵ0n2(x, y;ωFk1)n
2(x, y;ωFk2)n

2(x, y;ωSHk)
(3.5)

From the form of Equation 3.3, we see that this description is valid for both second-

harmonic generation and for down conversion. Following the backward Heisenberg ap-

proach [31], the generated state for SPDC can be written as a pump pulse exciting the

two-mode squeezed vacuum,

|ψgen⟩ = exp(βC†
II −H.c.) |vac⟩ (3.6)

where |β|2 is proportional to NP , the average number of photons in the pump pulse, and

C†
II =

1√
2

∫
dω1dω2ϕ(ω1, ω2)a

†
Fω1

a†Fω2
(3.7)

such that C†
II |vac⟩ is the normalized two-photon state characterized by the biphoton

wavefunction ϕ(ω1, ω2) [14]. In the non-depleted pump approximation at low power, the

generated state can be approximated as |ψgen⟩ ≈ |vac⟩ + βC†
II |vac⟩ indicating that the

process mostly generates the |vac⟩ mode with a small conversion into the two-mode state.

Following the work detailed in Ref. [14], we can change this formulation from the

general case to the specific case of generating a signal and idler mode from a pump pulse
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that is at the second harmonic frequency. We replace the F subscripts with either s or

i to indicate the signal and idler modes and replace the SH label with P for the pump

mode. We can define a detuning Ω = ω1 − ωP/2 and utilize the characteristic power

of a χ(2) material, P = 8ϵ0n̄
6νsνiνP/(χ̄

(2)ωP )
2. Considering a quasi-continuous pump

with average power PP , we can express the average generated power associated with one

photon of the pair as,

Pi =
ℏωiPPL

2

T PA
(3.8)

with

T =
2π∫ ωp/2

0
dΩ[1− (2Ω/ωP )2]sinc2 [L/2[ki(ωP/2 + Ω) + ks(ωP/2− Ω)− kP (ωP )]]

(3.9)

and A is the effective area with the χ(2) nonlinearity [31]. As evident, the efficiency of

SPDC (for a fixed pump power in a given material) can be enhanced by improving the

effective nonlinearity, reducing the effective mode area, and increasing the length. The

form of this equation follows the well-known result for the stimulated process [14, 32],

Pi = Ps
PpL

2

PA
sinc2

(
[ks(ωs) + ki(ωp − ωs)− kp(ωp)]

L

2

)
(3.10)

where in the spontaneous case, the signal seed power is replaced by ℏωi/T , the average

energy of one downconverted photon in a time T .

Third-Order Nonlinearity

The method used to estimated the generated power of the SPDC photons can be

utilized for the case of a third-order nonlinear material (here we assume the material

does not have a second-order nonlinear interaction for simplicity, though the addition

of the second-order process can be seen by adding Equation 3.3 into the third-order
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Hamiltonian below).

H3 = HL +HNL (3.11)

with

HL =

∫
dkℏωka

†
kak (3.12)

and

HNL = −
∫
dk1dk2dk3dk4S(k1, k2, k3, k4)a

†
k1
a†k2ak3ak4 (3.13)

describing the annihilation of two photons (one with wavenumber k3 and one with k4) to

generate two new photons with wavenumbers k1,2. Following the backward Heisenberg

picture approach as in Section 3.1.2, we can find the average power associated with one

of the generated photons as,

Pi =
ℏωP

T
(γPPL)

2 (3.14)

where γ = 2πn2/(λAeff ) is the commonly used nonlinear parameter for a third-order

nonlinear material with nonlinear index n2. Again, this form matches the classical FWM

result with the substitution of ℏωP/T for the classical seed power,

Pi = Ps(γPPL)
2sinc2 ([2kP (ωp)− ks(ωs)− ki(2ωP − ωs)]L/2) (3.15)

As an example, we can utilize the Equation 3.14 to model an 800nm wide, 400nm

thick Al0.2Ga0.8As waveguide used to generate entangled photon pairs via SFWM. Here

we convert from the idler power Pi to the number of photons through the relation Pi =

ℏωiND/(2T ) where T is time the pump is on and ND/T is the photon flux in counts per

second. Figure 3.3 shows the generation of a linear Al0.2Ga0.8As waveguide with varying

lengths. Lumerical Mode simulations are utilized to model the waveguide mode at a pump
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wavelength of 1.55 µm, and the dispersion of the mode is used to determine the values

of ks,i as the frequency is swept about the pump wavelength. The waveguide width

of 800nm is near the zero-dispersion width, which enables a relatively large > 20THz

SFWM bandwidth (see more details in the next section). The length dependence on the

generated photon pair flux is quadratic as expected, and the phase matching bandwidth

reduces for longer waveguide lengths (shown by the narrowing of the FWHM on marked

with x’s).

Figure 3.3: Model of SFWM in a 400nm thick Al0.2Ga0.8AsOI waveguide with a 800nm
width. The different colors show varying waveguide lengths, and the x’s indicate the
full width at half maximum.

Phase Matching

In both of the formulations for the SPDC and SFWM generation rates, there is a

term of the form sinc2[...] which dictates the generation bandwidth of the source. This

function is known as the phase matching function and limits the generation rate to cases

where the wavenumbers (k) of the pump, signal and idler wavelengths yield values for
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(SPDC) ∆k = kP − ks − ki or (SFWM) ∆k = 2kP − ks − ki that are small (close to 0)

such that the sinc2 function has a maximum. As seen in Figure 3.3, the mismatch in k

wavenumbers accumulates phase mismatch for longer waveguide lengths, resulting in a

narrower bandwidth as the waveguide length is increased. For materials with significant

dispersion (meaning the kP,i,s are very different), the bandwidth can ultimately limit

the utility of the source. The photon pairs must fundamentally be separated from the

pump light in order to be useful, and it is desirable to use standard wavelength division

demultiplexers (which are typically 100 GHz in bandwidth). Thus, a photon pair flux

with< 100 GHz bandwidth will be challenging to implement for useful applications unless

custom, narrowband filters are used. When designing a source, it is therefore useful to

consider a geometry where the wavenumbers of the signal, idler and pump photons result

in ∆k ≈ 0.

This practice of dispersion engineering can be useful for many applications. For

the lithium niobate material platform, this engineering becomes especially useful, as

an example, since the crystal structure can be poled in opposite orientations to create

a ”quasi-phase matched” crystal. Accumulated phase can be reverted by flipping the

crystal axis, enabling long waveguides to be created that maintain high photon pair

bandwidth [33]. For other systems, the dispersion must be engineered via the waveguide

geometry. This dispersion management is especially necessary for SPDC sources where

the pump wavelength is ∼ 1/2 the generated wavelength. Let’s start first with the

dispersion engineering of an SPDC source.

Using a Type-I SPDC source, the pump light is orthogonally polarized to the gen-

erated signal and idler photon pairs. We can utilize this orthogonal polarization to

strategically design a waveguide with approximately the same effective indices for the

pump, signal and idler modes. If all modes were the same polarization (Type-0), this

method would not work because the pump mode is much more confined in the waveg-
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uide than the longer wavelength signal and idler modes and thus the pump effective

index would be much larger than the signal and idler indices. Again, the goal of SPDC

phase matching is to design the waveguide such that the neff,P ≈ neff,(s,i) such that

neff,Pωp − neff,iωi − neff,sωs ≈ 0 (or, alternatively, ∆k ≈ 0). Using InGaP as an exam-

ple, this can be achieved by using a thin but wide waveguide along with a TM polarized

pump mode (and therefore TE polarized signal and idler modes). Since the material is

thin, the TM polarized pump mode is pushed into the cladding, lowering the effective in-

dex. The wide waveguide width increases the confinement of the long wavelength modes,

allowing for close matching to be achieved. Figure 3.4 shows the method of determine the

optimal waveguide geometry for phase matching. On the left panel, the effective indices

of the pump TM mode are shown with dashed lines while the generated signal and idler

TE modes are shown in solid lines. The location where the solid and dashed lines of the

same color cross indicates phase matching for this system (plotted on the right panel of

Figure 3.4).

Figure 3.4: Phase matching for SPDC in InGaP waveguides. The pump light is
TM polarized (dashed lines) while the generated light is TE polarized (solid). The
different colors indicate different waveguide thicknesses, and the location where the
TE and TM lines cross indicates the width where phase matching is achieved. On
the right panel, this width is plotted as a function of the waveguide thickness for the
straight waveguide (left panel) as well as for bent waveguides.
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For the SFWM case, the phase matching design becomes more straightforward since

the pump, signal, and idler modes are all approximately the same wavelength. Since

the material dispersion is typically normal dispersion (longer wavelengths have lower

refractive index), it is desirable to make a waveguide have slight anomalous dispersion to

compete with the material dispersion. The broadest SFWM spectrum can be achieved

when the waveguides have close to zero dispersion at the pump wavelength. Figure 3.5

shows how the dispersion of a 400nm thick Al0.2Ga0.8As waveguide changes for various

waveguide widths. At 1.55 µm the dispersion is approximately 0 ps/nm/km for a 800nm

wide waveguide. Thus, the largest photon pair generation bandwidth can be achieved

with waveguides of approximately this width. Sufficiently large bandwidths can still be

achieved for some non-zero dispersion for SFWM sources, making it less of a factor in

the design of SFWM sources compared to SPDC sources.

Figure 3.5: Dispersion of 400nm thick Al0.2Ga0.8As waveguides with various widths.
For 1.55 µm wavelength, the zero dispersion width is approximately 800nm.
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3.1.3 Broadband Entanglement Generation

Another interesting use of dispersion engineering is the design of SFWM sources to

generate a signal and idler photon at very different wavelengths. Quantum photonics has

many great advantages, including room temperature operation, limited environmental

interaction, and the ability to leverage already designed fiber-optic telecommunications

systems. However, there are other quantum technologies that are better suited for in-

teractions and quantum memory/storage [34]. Many of the systems that are best suited

for quantum memories operate with photons in the visible or near-infrared wavelength

ranges. The transmission of photons through silica optical fiber at these wavelengths is

extremely lossy, so it is impossible to connect these systems across very large distances.

In the creation of a global quantum network, these platforms need to be interfaced with

telecom-wavelength systems to allow for this large scale implementation. One route

for this technology is to use entanglement swapping or quantum teleportation [35–37]

to transfer the quantum information from the visible/near-infrared photon to a telecom

photon that is compatible with low-loss data transmission. With this motivation, SFWM

can actually serve as a great option to create this interconnect. By tailoring the phase

matching of the waveguide (via changes in the cross-section), it is possible to expand a

SFWM source such that it can generate one photon in the visible and the other in the

telecom wavelength range. This method has been explored in silicon nitride waveguides

which have a relatively weak nonlinearity; however, the results are quite impressive show-

ing the creation of a photon at 668.4nm wavelength that is entangled with a photon at

1550nm wavelength with photon pair brightness exceeding 2.5 MHz/mW2 [36].

With hopes to improve upon the efficiency, we explore different materials with higher

optical nonlinearity and model the frequency mismatch of a system of SFWM with a

pump at 1033nm, signal at 775nm, and idler at 1550nm. The frequency mismatch is
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Figure 3.6: Model of phase matching to show a waveguide geometry that can be used
to generate visible-telecom entangled photon pairs. a) Frequency mismatch versus the
waveguide width for different thicknesses of GaN waveguides. b) Entangled photon
pair flux for a 500 nm thick, 725 nm wide GaN waveguide showing the generation of
a signal at 775nm and idler at 1550nm.

defined as ∆ω = [(nsωs + niωi)/(2np)] − ωp where np,s,i are the effective mode indices

for the modes with frequencies ωp,s,i. This is the same calculation described in the phase

matching section. However, since it is impossible for such a broad wavelength range to

have the same effective index, here a specific amount of dispersion is desired to balance

the wide range in frequencies used. When a waveguide dimension is selected that falls on

the ∆ω = 0 line, the desired phase matching is achieved. In Figure 3.6, panel a) show the

frequency mismatch for different waveguide geometries of GaN, and the photon pairs are

generated at the desired wavelengths (see plots in Figure 3.6b). For a linear waveguide,

the generation of these telecom-visible entangled photon pairs can be seen by the bright

strips in the plots b) at 775nm and 1550nm wavelengths. As described in the previous

section, photon pairs will also be generated in a bandwidth near the pump wavelength

since the dispersion is relatively small near the pump.

Unfortunately, for the InGaP and AlGaAs material platforms, the refractive index

grows exponentially near the 775 nm (see the refractive index plots introduced in Chapter

2). This sharp increase in the refractive index along with the improved confinement of

the 775 nm mode makes it impossible to get phase matching between the 775 nm and
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1550 nm mode with a 1033 nm pump. Materials like SiN and GaN have more gradual

and almost linear index changes with wavelength which allow for phase matching to be

achieved (as shown in Figure 3.6). More unique approaches must be utilized to improve

the generation bandwidth of InGaP and AlGaAs. For example, using an orthogonal

pump scheme (where the pump light is TM polarized and the signal and idler are TE)

could enable phase matching when properly designed. This approach is being explored,

but it will have reduced efficiency since the nonlinearity for this orthogonal generation

scheme is roughly 2-3 times lower than for the same polarization.

3.1.4 Resonator Sources

Second-Order Nonlinearity

Many of the considerations made above for linear waveguides hold true for resonator-

based systems. We will now expand the theoretical basis for SPDC and SFWM for the

case of a single ring resonator coupled to a waveguide. Owing to the constructive inter-

ference and electromagnetic build-up in an optical cavity, a ring resonator can amplify

the nonlinear effect significantly [38]. The enhancement of these nonlinear interactions

results in a large improvement to the conversion efficiency, requiring less pump power to

generate a comparable photon pair flux.

The treatment of a resonator source follows closely to the linear waveguide case with

the inclusion of a few additional terms describing the resonant field enhancement. The

full description can be found in References [14, 31], and leads to a very similar relation

describing the generated power of one photon of the pair,

Pi =
ℏωµi

T
PpL

2

PA
|FµP

(ωµP )|2 (3.16)
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where now L = 2πR (ring round-trip length), ωµP
represents the frequency of the reso-

nance mode µ with kµ ·R = N , and

Fµ(ω) =
i[2(1− σmu)]

1/2

(1− σµ)− i(ω − ωµ)L/νµ
(3.17)

representing the field enhancement factor with σµ as the ”self-coupling” constant [31].

When the frequency is a resonance frequency, this field enhancement can be expressed

in terms of the quality factor of the ring

Fµ(ωµ) = 2i

√
Qµνµ
ωµL

(3.18)

The generation bandwidth time also changes from Section 3.1.2 to include enhance-

ment of the signal and idler modes,

T =
2π∫

dω|Fµi
(ωP/2− ω)|2|Fµs(ωP/2 + ω)|2

(3.19)

Third-Order Nonlinearity

In the same fashion, the power associated with one photon from the pair for a SFWM

source can be described by,

Pi =
ℏωµp

T
(γPPL)

2|FµP
(ωµP )|4 (3.20)

where we assume that we are looking near to the pump wavelength such that νµs ≈ νµi
≈

νµp and the field enhancements, frequencies, and nonlinearities are approximately equal.

The generation bandwidth time for this system is,

T =
2π∫

dω|Fµp(ωµP
− ω)|2|Fµp(ωµP

+ ω)|2
(3.21)
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Utilizing the quality factor in place of the field enhancement factors [14],

Pi = ℏ(γPP )
2
8ν4µP

π2ω3
µP

(
Q3

µP

R2

)
(3.22)

which emphasizes the enhancement of the nonlinear process due to the resonator

quality factor. The final term is a very important consideration in the design of these

systems as it encourages low-loss (high quality factor) resonators with small radii which

is typically contradictory. Thus, a balance must be found to maximize the ratio of

Q3/R2. This consideration is made during our initial testing of devices for SFWM using

AlGaAsOI resonators.

3.1.5 Characterization of an AlGaAsOI Entangled Photon Pair

Source

With all of the considerations mentioned in the previous sections (including the ring

resonator coupling design in Chapter 2, waveguide phase matching, and optimal di-

mensions for low loss with high nonlinearity), a set of > 100 Al0.2Ga0.8AsOI microring

resonators were designed and fabricated using the UCSB nanofabrication facilities. These

devices were screened for the quality factor and ranked based on the ratio of Q3/R2 (splits

of different coupling designs, waveguide dimensions and ring radii were included to find

the ideal source of entangled photon pairs). A subset of 39 microring resonators were

selected based on the coupling design (as discussed in Section 2.2.2) which was either

close to critically coupled or overcoupled. The maximum quality factor (between 1510nm

and 1600nm wavelengths) of these samples is plotted versus the sample number in Figure

3.7. The 29th ring was selected for an in depth study as it had a small radius (13.91

µm) and a large quality factor (1.24 million) for its resonance near 1557 nm. The last

four rings tested (rings 36-39) shown on the plot had larger quality factors, but were also
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much larger with radii > 50µm. The pair generation rate for another resonator, ring 24

is included in Table 3.1. This ring had a lower quality factor of 0.91 million, and the

same radius as ring 29. The measured pair generation rate of ring 24 follows the expected

behavior accounting for the lower quality factor of this resonator. Overall, the data in

Figure 3.7 illustrates a relatively consistent fabrication quality across the 20mm bar that

was screened indicating that the fabrication of AlGaAsOI resonators can reliably produce

> 1 million Q.

Figure 3.7: The first set of devices used in the quantum experiments with AlGaAsOI
were fabricated by Weiqiang Xie in Prof. Bowers group. Here, the quality factor of the
devices screened for quantum experiments are shown. This plot lists the maximum
quality factor found in a wavelength range from 1510 nm to 1600 nm.

The screening of the devices allowed for the selection of the most promising device

to yield a high rate of entangled photon pairs. This device was not only used for this

initial work demonstrating an ultra-efficient photon pair source, but was also used for the

quantum key distribution demonstration detailed in Chapter 5 and ultimately was the

motivation to pursue the AlGaAsOI platform more thoroughly (leading to the develop-

ment of a photonic component library detailed in Chapter 4). Thus, this thorough, initial

assessment of the resonator source forms the foundation for most of this dissertation.
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Fabrication of AlGaAsOI microring Resonators

Before beginning the discussion of the efficient, high-quality entangled photon pairs

generated from the AlGaAsOI material platform, it is important to briefly discuss how

the devices were fabricated. This work began with researchers in Prof. John Bowers

group [39–43] and, independently, researchers at the National Institute of Standards and

Technology [44, 45] several years ago and has since been adapted, modified and improved

by my colleagues Joshua Castro and Lillian Thiel in Prof. John Bowers and Prof. Galan

Moody’s groups.

The AlGaAs photonic layer was grown by Molecular-Beam Epitaxy (MBE). Its layer

structure from top to substrate is: a [001] orientated 400-nm-thick Al0.2Ga0.8As film

on a 500-nm-thick Al0.8Ga0.2As layer on a GaAs substrate. A 5-nm-thick Al2O3 film

was deposited on the epi-layer by Atomic Layer Depositon (ALD) as an adhesive layer

for bonding. The wafer was then bonded on to a 3-µm-thick thermal SiO2 buffer layer

on a Si substrate. The thermal SiO2 layer was pre-patterned by Inductively Coupled

Plasma (ICP) etch. The surfaces of both chips were treated by atmospheric plasma

before bonding to activate the surface. After initial contact, the bonded sample was

placed in an oven at 100 ◦C for 12 hours under 1 MPa pressure to enhance the bonding

strength.

Initially, the removal of the GaAs substrate was done using mechanical polishing,

but now a wet chemical etch approach is employed. This chemical removal of the GaAs

substrate was performed in three steps. First, mechanical polishing was applied to lap

the GaAs substrate down to ∼70 µm. Then the remaining substrate was removed by

H2O2:NH4OH (30:1) wet etch. Finally, the Al0.8Ga0.2As buffer layer was selectively etched

by diluted hydrofluoric (∼2.5%) acid, leaving only the Al0.2Ga0.8As photonic layer on the

carrier wafer.
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After substrate removal, a 5-nm ALD Al2O3 layer was deposited on Al0.2Ga0.8As for

surface passivation, followed by a 100-nm SiO2 layer deposition as a hardmask. The wafer

was then patterned by a deep ultraviolet (DUV) stepper using a photoresist (UV6-0.8).

Prior to the photoresist coating, an anti-reflective (AR) coating (DUV-42P) was used to

suppress the backreflection during photolithography. After exposure and development

of the resist, a thermal reflow process was applied to the wafer at 155 ◦C on a hotplate

for 2 minutes. ICP etches using O2 and CHF3/CF4/O2 gases were used to remove the

AR coating and define the hardmask, respectively, followed by another ICP etch using

Cl2/N2 gases to pattern the Al0.2Ga0.8As layer. After the etch, the sample was passivated

by 5-nm Al2O3 layer by ALD and finally clad with 1.5-µm thick SiO2 by PECVD. For

thermal tuners, an additional metal lift-off step is added to define the heating elements. A

photoresist is patterned to define the electrodes, and 100 nm thick titanium is deposited

followed by 10 nm of platinum. The titanium layer promotes adhesion to the top cladding.

After the metal lift-off, the wafer is singulated using either dicing and polishing or

facet etching and dicing. Initial fabrication runs were completed via dicing and polishing,

where a mechanical dicing saw was used to separate the individual bars. Since the blade

left a rough facet, an additional polishing step was completed to smooth the facets and

reduce the input/output coupling loss. Although this process resulted in relatively low

facet loss, the dicing blade occasionally chipped the edge of the bar, resulting in reduced

yield and inconsistent coupling loss. To address this challenge, an etched facet process

was developed. When the wafer is ready for singulation, a thick SPR220-7.0 photoresist

is spun and developed, leaving only the region between bars exposed. A CHF3 etch

removes the 1 µm top cladding, 400 nm thick AlGaAs waveguide layer, and the 3 µm

bottom cladding to define a smooth facet. The etched region width is selected to leave

5-10 µm of gap on both sides of a ∼ 50 µm dicing channel (the width of the dicing saw).

After removing the photoresist, the bars are diced. Since the dicing blade does not come
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in contact with the facet, the roughness is only defined by the etch (which is improved

compared to the polished facet roughness). The transition from dicing and polishing to

etching and dicing has shown significant improvement in the facet uniformity and yield.

Another benefit of the etched facet process is that the input/output couplers no longer

require a buffer region since the dicing channel is defined lithographically.

Two key innovations in the fabrication process have enabled low loss waveguides and

microring resonators. First, a thin layer of Al2O3 following the etch steps (substrate re-

moval and waveguide etch). Second, the photoresist used for the DUV photolithography

goes through a thermal reflow process. The thin alumina layer has been shown to passi-

vate the surface defect states caused by the aggressive etch [46]. These defect states form

mid-bandgap states that can absorb the light and cause excess loss in the waveguide.

The photoresist reflow process significantly improves the sidewall roughness, therefore

reducing the scattering loss [42, 47]. The combination of these two improvements has

enabled up to 3 million quality factor resonators and losses < 0.2 dB/cm [42].

Brightness and On-Chip Generation Rate

As emphasized at the beginning of this chapter, one of the most important metrics of

an entangled photon pair source is the brightness. If a photon pair source cannot reliably

produce a high rate of pairs, it has limited utility (not to mention characterizing such

a source would prove quite challenging). Thus, the first characterization of a photon

pair source is to measure the photon pair brightness and coincidence rate. Ring 29 was

selected for this thorough testing, and Figure 3.8a) illustrates the process of SFWM that

generates a signal and idler photon pair. This process only occurs at the resonances of the

microring resonator in which quasi-phase matching between the pump, signal, and idler

is attained. A demonstrative microscope image of a 30 µm-radius AlGaAsOI microring

resonator and pulley waveguide is shown in Figure 3.8b. The microring resonator studied
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in the following experiment had a radius of 13.91 µm. The width of the bus waveguide

was 0.48 µm, and the ring waveguide was 0.69 µm wide. The gap between the waveguide

and the ring was 0.48 µm, and the AlGaAs layer was 0.4 µm thick. The transmission

spectrum of the ring resonator is shown in Figure 3.8c). The sharp dips indicate resonance

wavelengths of the microring resonator separated by the free spectral range (FSR). A

high-resolution sweep of the pump comb line is shown by the blue trace in Figure 3.8d.

The resonance is fit with a Lorentzian function to determine the quality factor Q of the

cavity, which is proportional to the ratio of the full-width at half-maximum (FWHM)

of the transmission resonance to the FSR. In comparison to other microring resonators

utilized for entangled-pair generation, the Q = 1.24 × 106 measured for this device is a

factor of 100 larger than InP, a factor of ∼10 larger than AlN and silicon-on-insulator

(SOI), and is comparable to Si3N4, as shown in Table 3.1.

By pumping the resonator at one of these resonance wavelengths, entangled-photon

pairs are generated spontaneously at adjacent resonances through SFWM. In the experi-

ments presented here, and shown by the dashed box in Figure 3.8c, the pump wavelength

is set to be resonant with 1557.59 nm, as this resonance peak had the highest quality

factor for the selected ring. As we have shown in Section 3.1.4, the SFWM process is pro-

portional to Q3/R2 and should show a quadratic power dependence. In our experiments,

the second nearest neighbor resonances highlighted in blue and orange in Figure 3.8c are

selected as the signal and idler photons, since this provided additional pump rejection

through the bandpass optical filters before the single-photon detectors. Using measured

and calculated properties of our AlGaAsOI microresonators, we expected a PGR = 1010

pairs sec−1 mW−2.

The experimental setup is depicted in Figure 3.9. For the measurement of the singles

and coincidence counts, the interferometer shown in Figure 3.9 (the short and long arm

with the piezo-electric phase shifter) is bypassed. Other than this change for the singles
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Figure 3.8: a) Schematic illustration of entangled-photon pair generation from a pho-
tonic microring resonator. Pump photons (λp) are coupled into the waveguide bus
and ring and are converted into signal (λs) and idler (λi) photons via spontaneous
four-wave mixing (SFWM). b) Optical microscope image of a representative AlGaA-
sOI ring resonator pulley with 30 µm radius. c) Resonator transmission spectrum
with signal (1572 nm) and idler (1542 nm) wavelengths two free-spectral ranges away
from the pump (1557 nm) resonance. d) Resonator transmission spectrum of the
pump resonance (blue-trace). A Q = 1.24× 106 is determined from the superimposed
Lorentzian fit (red-trace).

and coincidence measurements, the rest of the experimental design remains consistent.

A continuous-wave Koshin Kogaku LS601A (recent measurements have been completed

using a Toptica CTL 1550 laser) precision tunable laser source was stepped from ap-

proximately 0.1 nm below the resonance wavelength of the microring resonator to the

resonance wavelength. The laser sweep starts below the actual resonance wavelength be-

cause the ring resonance red-shifts due to local heating of the resonator as the wavelength

approaches the resonance and more pump power is coupled into the resonator. The laser
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Figure 3.9: Schematic of the experimental setup for a fiber-based folded Franson-type
interferometer. The tunable CW laser diode is swept and held at the resonance
wavelength of the microring resonator. The laser is sent through ASE rejection filters
and coupled via lensed fiber onto and off of the photonic chip. The light is split into a
short and long arm of an interferometer. A piezo-based phase shifter is used to modify
the phase of the photons that travel through the long arm. The pump photons are
removed via an FBG and filters on the signal and idler channels. The signal and idler
channels are coupled to SNSPDs to determine the count rates.

was set to its maximum output power of 2.0 dBm (15.8 mW) and sent through a vari-

able optical attenuator (VOA) to allow for adjustment of the input power into the chip.
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Etalon-based tunable fiber optic filters were placed after the VOA to provide sideband

filtering of the laser to minimize the amplified spontaneous emission (ASE) overlapping

with the generated signal and idler modes. After the filters, a 99/1 fiber-based splitter

was used to monitor the input power onto the chip. A lensed fiber with a spot size of

2.5µm was used to couple the light onto and off of the photonic chip. The coupling loss

was approximately 5 dB per facet and was documented for each experiment. The lensed

fiber was oriented such that the incoming light was in the transverse electric mode. The

temperature of the chip was maintained using a thermo-electric cooler that was set to

20◦C. A fiber Bragg grating (FBG) was used after the chip for pump rejection with the

drop channel used to monitor the power output from the chip during the experiment.

The remaining light from the FBG was split using a 3 dB fiber-based beamsplitter and

sent to the signal and idler filter channels. An array of four etalon-based tunable fiber

optical filters were used for a total pump suppression of over 150 dB. The singles counts

were monitored using superconducting nanowire single photon detectors (SNSPDs) from

PhotonSpot operating at 0.77 K. Using a time-correlated single-photon counting (TC-

SPC) module, the signal and idler counts were recorded for 10 minutes and averaged.

The scan was started with the laser set to a slightly off-resonance wavelength to deter-

mine the background counts on the detectors (from both the dark counts of the system

and any pump photons that reach the detector). An example scan is included in Section

A1.

After collecting the raw count data from the TCSPC module, the count rates were

corrected to account for the filter losses present in each channel as well as the background

counts present before the laser reached the resonance wavelength. The background counts

were taken as the one minute average of the counts on each detector before the laser sweep

began. To assess the loss at each filter, the laser was set to the wavelength of the signal

(idler) and each of the filters on the signal (idler) channel was assessed for the loss at
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that wavelength. In our initial experiments, the total loss from all of the filtering and the

3 dB beamsplitters was 19.4 dB for the idler channel and 13.6 dB for the signal channel

(in addition to the ∼ 5 dB facet loss). This variation is due to the different losses in the

etalon-based filters. The singles counts of both the signal and the idler are fitted on a

quadratic scale as shown in the main text. We note that since these experiments, system

losses have been further reduced to typically < 10 dB for each channel through improved

DWDM filtering.

Figure 3.10: (a) Corrected detected singles rates versus on-chip pump power. The
difference in the generated singles rates is due to the difference in the filter loss in
the two channels (19.4 dB for the idler and 13.6 dB for the signal). (b) On-chip pair
generation rate versus on-chip pump power. The dashed line is a fit to the data, yield-
ing a pair generation rate of 20×109 pairs sec−1 mW−2 (c) Coincidence-to-accidental
ratio (CAR) versus on-chip pair generation rate.

We next measure the coincidence counts by recording two-photon correlation his-

tograms using a TCSPC. The TCSPC module was set to trigger when a photon arrived

on the signal channel and measure the difference in arrival time on the idler channel. The

data was collected with integration times between 10 and 180 minutes dependent on the

on-chip power. Larger integration times were required for lower optical powers as the

coincidence-to-accidental calculation requires nonzero accidental counts. Contributors to

the accidental counts include lost pairs, dark counts, and excess pump photons. Since

almost zero pump photons reach the detectors at low input powers, the accidental counts
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are very low and require long integration times. From these measurements, the on-chip

PGR is determined by dividing the time-averaged value of the measured coincidence

counts, Nc, by the total loss from chip to the SNSPDs. These quantities were measured

by separate calibration procedures. The on-chip PGR for various on-chip pump powers is

shown in Figure 3.10b. Unlike InP and silicon-based microresonators, we do not observe

any saturation of the curve due to two-photon absorption (TPA) as expected, since the

AlGaAs bandgap wavelength is shorter than 775 nm. The black dashed line fitted to

the data illustrates the P 2
p behavior as expected. From this fit we determine a slope of

20 × 109 pairs sec−1 mW−2. To the best of our knowledge, this value is over 100-times

higher than any previously reported PGR from a ring resonator or spiral-based SFWM

source to date, as shown in Table 3.1. By normalizing the PGR to the FWHM of the

emission resonance (∼ 1 pm), we obtained the entangled-pair brightness B = 2 × 1011

pairs sec−1 GHz−1 (normalized to 1 mW on-chip power), which is more than a 500-fold

improvement upon previous state-of-the-art microresonators based on Si3N4 [19] and

more than 1000-times brighter than SOI [18].

CAR

Another important metric of entangled-photon pair sources is the coincidence-to-

accidentals ratio (CAR). An example histogram utilized to determine the CAR is shown

in the Appendix (Figure A2). The CAR versus the PGR is shown in Figure 3.10c. The

CAR is calculated as the FWHM of the signal-idler coincidence histogram measured as

a function of the inter-channel delay divided by the background counts across a similar

time window away from the coincidence peak. The highest CAR we measure is 4389

when the PGR is 2.3 × 105 pairs sec−1. At the highest PGR measured here (12 × 106

pairs sec−1), the CAR is equal to 353. The CAR decreases with increasing pump power

as P−1
p as expected and shown by the dashed line in Figure 3.10c. We were not able to
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measure higher CAR at lower on-chip pump power, since the majority of the histogram

time bins had zero registered background counts from our SNSPDs at these powers even

for integration times up to 1.5 hours. For comparison, CAR values for an on-chip PGR

= 106 pairs sec−1 are shown in Table 1 for various photonic entangled-pair sources. Our

reported value is a factor of 4 larger than the next highest reported value at this PGR

(LiNbO3 periodically poled waveguide).

Single Photon Purity

Heralded g
(2)
H measurements are performed via three-fold coincidence detection with

a third detector. The signal photons are sent to one SNSPD as the herald. The idler

photons are sent into a 3 dB fiber beam splitter with the outputs connected to the other

SNSPD and a single-photon avalanche diode (SPAD). Using the TCSPC module, we

record singles counts from the heralding detector (NA), coincidence counts between the

heralding detector and each of idler detectors (NAB and NAC), and the three-fold co-

incidence counts NABC . A coincidence window of 1 ns is used as determined from the

two-fold coincidence histogram width. The timing between the channels was calibrated

with separate coincidence measurements and the delays adjusted accordingly. The three-

fold coincidences between the channels are recorded for > 100 seconds, and the heralded

g2 is calculated through g2h = NABCNA

NABNAC
. Since the nonlinear process generates a single

signal and idler photon pair (in the low power regime), a dip at zero time delay appears

where there are very few threefold coincidence events. The magnitude of this dip relative

to the background counts characterizes the single photon purity. Figure 3.11 illustrates

a measurement of 95% single photon purity for an on-chip power of 108 µW. At lower

powers, heralded single photon purities exceed 99%.
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Figure 3.11: Example trace of the heralded g2 for the second adjacent resonance with
an on-chip power of 108 µW. The dip at zero time delay illustrates >95% single photon
purity.

Indistinguishability

The generated signal-idler pair is expected to exhibit time-energy entanglement [48,

49], which can be measured through a Franson-type two-photon interference experiment

as depicted in Figure 3.12a [22, 50]. Signal and idler photons travel through the un-

balanced Mach-Zehnder interferometer and then are separated by a 3 dB splitter and

bandpass filters before arriving at the SNSPDs. The interferometer path length differ-

ence is set such that the propagation delay ∆t = 40 ns is longer than the single-photon

coherence time τc ≈ 1 ns in order to avoid single-photon interference at the detectors,

but shorter than the laser coherence time τL. In this case, the signal and idler photons

can travel along either the short [S] or long [L] paths, allowing a total of four possible

permutations.

The differences in photon arrival times between the two paths are illustrated in Figure

3.12b. We can express the two-photon state as a summation over |ij⟩, where the i (j)
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Figure 3.12: (a) Schematic illustration of the setup for the two-photon interference
experiment using a fiber-based folded Franson interferometer. BPF = bandpass fil-
ter; [S] ([L]) denotes the short (long) interferometer path; SNSPD = superconducting
nanowire single-photon detector. (b) Coincidence histograms for different interfero-
metric phase ϕs+i = 0.4π and π, respectively.(c) Singles counts (top) measured with
the interferometer setup simultaneously with the two-photon interference (bottom).
Visibility of the raw (fitted) data yields 95% (97.1%).

index is the path the signal (idler) photon travels, with i, j = [S,L]; however, post-

selection allows for the different states to be distinguished. The side peaks arise from

photons travelling along the |LS⟩ or |SL⟩ paths and are offset from zero delay by ∆t.

The central peak at zero delay is due to both photons taking the same paths, |SS⟩ or

|LL⟩. Because these states are indistinguishable, the two-photon state is expressed as

1√
2
(|SS⟩+ exp(iϕi+s) |LL⟩). By inserting a voltage-controlled fiber phase shifter into

the short path and sweeping the phase, two-photon interference is observed as shown in

Figure 3.12b for two different phases φs+i = 0.4π and π. The coincidence counts versus

phase is shown in the bottom panel of Figure 3.12c. Proof of photon entanglement

requires the Clauser-Horne interference pattern visibility V ≥ 70.7% [51, 52]. Calculated

from the raw data (fitted data), we obtain V = 95% (V = 97.1%), measured when the

on-chip PGR was approximately 1×106 pairs sec−1. For on-chip powers of ∼5 µW (PGR

of ∼ 4× 105 pairs sec−1) and ∼15 µW (PGR of ∼ 4× 106 pairs sec−1) we measure raw
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visibilities of 96% and 94%, respectively. We expect the visibility may further increase

with a reduction in pump power, but the goal was to demonstrate the maximum visibility

and the highest pump powers (e.g. pair generation rate) as possible. In this case, we

did not examine higher pump powers in order to avoid reaching the lasing threshold of

the microresonator, which would result in uncorrelated background counts that would

reduce the entanglement visibility. These measurements confirm the high quality of

the time-energy entangled-pair source, as illustrated by the variation of the two-photon

coincidences and the constant signal and idler singles rates versus applied phase shift

indicating the absence of single-photon interference.

3.1.6 Ultra-Bright Entangled Photon Pair Generation

Platform Type Q PGR Brightness CAR Visibility g
(2)
H Ref.

[GHz] [pairs s−1 GHz−1]
AlGaAsOI SFWM 1.2× 106 20 2× 1011 2697± 260 97.1± 0.6% 0.004±0.01 [12]
AlGaAsOI SFWM 0.91× 106 2.65 2.65× 1010 - - - [12]

SOI SFWM ∼ 105 0.149 7.1× 107 532±35 98.9± 0.6% 0.0053±0.021 [18]
InP SFWM 4× 104 0.145 3.1× 107 277 78.4± 2% - [20]
Si3N4 SFWM 2× 106 0.004 4.3× 108 ∼ 10 90± 7% - [19]
LiNbO3 SPDC 1.0× 105 2.7 2.7× 109 > 100 - 0.097 [53]
AlN SPDC 1.1× 105 0.006 5.3× 106 - - 0.088±0.004 [54]

InGaP SPDC 1.1× 105 27.5 2.7× 1010 ∼ 80 - - [55]

Table 3.1: All values are reported for microring resonators. The CAR, visibility, and

g
(2)
H (0) are shown for 1 MHz PGR. Brightness and PGR shown are normalized to 1
mW on-chip pump power. Data from this dissertation is highlighted in red.

Strategies to improve on-chip entangled-photon pair generation have typically focused

on improving the quality factor of microcavities while simultaneously reducing the cavity

length. Exploring new material platforms with higher nonlinear coefficients has been

limited by the attainable quality factor of these materials. By leveraging our recent ad-

vances in compound semiconductor nanofabrication [42], we achieve ultralow waveguide

loss (< 0.4 dB/cm) and high microring resonator quality factor (Q > 1 million). The high

Q and large third-order nonlinearity of AlGaAs lead to more than a 500-fold improve-
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Figure 3.13: Entangled photon pair brightness for various material platforms, illus-
trating the performance of the AlGaAsOI material platform.

ment of the on-chip pair brightness compared to all other waveguide and resonator-based

photonic platforms as shown in Figure 3.13. Recent advances in the creation of InGaP

photonic crystal cavities have shown comparable photon pair brightness [56]. The nonlin-

earity of InGaP is comparable to AlGaAs, and through the creation of high confinement

crystal cavities, the mode volume can be significantly reduced (while maintaining mod-

erate to high Qs). The effective nonlinearity of these cavities is therefore similar to the

AlGaAsOI resonators discussed in this chapter. For our entangled photon pair source,

the photon quality also remains exceptional with a Bell-state violation measurement re-

vealing a 97.1± 0.6% visibility, coincidence-to-accidental ratio of more than 4350 limited

by the loss in our optical setup, and a heralded single-photon g
(2)
H (0) = 0.004±0.01. Col-

lectively, these values yield an ultra-high quality entangled- and heralded-photon source

that surpasses sources from all other integrated photonic platforms, as shown in Table

3.1.
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3.2 Squeezed Light Sources

To this point, the focus has been on generating entangled photon pairs using the

optical nonlinearity of semiconductor materials like InGaP and AlGaAs. Simulations

and modeling of SPDC and SFWM have enabled designs of optical microresonators,

and initial results from SFWM show 1000-fold improvement in the entangled photon

pair brightness compared to SOI state-of-the-art sources. Another useful quantum state

of light is squeezed light, a continuous-variable analog to the discrete variable photon

pair generation. Whereas entangled photon pairs are used to generate single quanta,

squeezed light refers to light that has a reduced uncertainty in one of the field quadra-

tures relative to the Standard Quantum Limit (SQL). The utilization of squeezed light

has already been shown to enhance the sensitivity of gravitational wave detectors in ad-

vanced LIGO [57]. Other applications of squeezed light include quantum-optical state

engineering and continuous-variable quantum information and computing. For exam-

ple, an arbitrary superposition of the zero-, one-, and two-photon states can be created

utilizing the creation of a two-mode squeezed vacuum to generate heralded single pho-

tons [58–60]. Companies like Xanadu have also demonstrated the promise of squeezed

light for photonic quantum computing [61]. Since squeezed states of light can be gener-

ated using the same nonlinear materials used for photon pair generation, it is desirable to

explore the generation of squeezed states of light using the platforms we have established

for record-high entangled photon pair generation from.

Heisenberg’s uncertainty principle imposes a lower limit on the achievable uncertainty

associated with two observables,

√〈
∆Â2

〉〈
∆B̂2

〉
≥ 1

2

∣∣∣[Â, B̂]∣∣∣ (3.23)
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where
[
Â, B̂

]
indicates the commutator of the observables Â and B̂.

When discussing the uncertainty of measuring specific observables of a light source, it

is useful to start with a general quantum mechanical description of the electromagnetic

field. A particular mode of the electrical field can be described by the oscillation of the

two electric field quadratures, Q̂1 and P̂1.

E = E0(Q̂1 cosωt+ P̂1 sinωt) (3.24)

where E0 indicates the electric field amplitude and ω is the frequency. The variance

in the field quadrature operators for a minimum-uncertainty state obeys the Heisenberg

uncertainty principle with,

∆Q̂1∆P̂1 = 1/4 (3.25)

For coherent states of light (such as a single-mode laser source), the variance on each

quadrature is equal. This can be visualized as done in Figure 3.14. When the variance

is equal (∆Q = ∆P ), the state can be seen as a perfect circle in Q− P space, assuming

the coherent source is in a minimum-uncertainty state. Minimum-uncertainty squeezed

states of light, on the other hand, do not have an equal distribution of uncertainty across

each of the quadratures. Instead, one of the variances is reduced—thus, implying that

the other variance is increased in order to preserve Heisenberg’s uncertainty principle

(Equation 3.25). This can be visualized as the circle shown in Figure 3.14 transforming

into an ellipse with a major and minor axis corresponding to the anti-squeezed and

squeezed quadratures, respectively.

The generation of such minimum-uncertainty squeezed states follows much of the same

formulation as the generation of entangled photon pairs, but here the pump power is no

longer in the low power regime. In fact, for the case of resonators, the pump power is near
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Figure 3.14: Illustration of the uncertainty distribution for a coherent state ∆Q = ∆P
and a squeezed state ∆Q < ∆P of light. The grey circle and blue ellipse illustrate
the uncertainty of the particular state.

the optical parametric oscillator (OPO) threshold to maximize squeezing. For simplicity,

we can look at the case of squeezed light generated via the χ(2) nonlinearity (parametric

down conversion). For a χ(2) OPO with threshold Pthres, the squeezed vacuum noise (V −)

and anti-squeezed noise (V +) is [62],

V ±(Ω) = 1∓ ηdηc
4
√
P/Pthres

(1±
√
P/Pthres)2 + Ω2/γ2

(3.26)

ηc is the coupling efficiency of the resonator at 1550nm, ηd is the overall coefficient

of loss until detection, including propagation loss, facet loss, homodyne overlap, and

quantum efficiency of the detector, P/Pthres is the normalized pump power, and Ω/γ is

the measurement frequency normalized by cavity linewidth.

The threshold power for this system can be expressed using the intrinsic quality

factors (Qp,i,s) and coupling quality factor of the pump (Qp,1) with,
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Pthres =
ℏωsωiω

2
p

64g2
Qp,1

QsQiQ2
p

(3.27)

where g is the nonlinear mode coupling coefficient between the mode pumped at ω2 and

the downconverted light near ω1 such that ω2 ≈ 2ω1 [55, 63] and is given by

g =

√
ℏω2

1ω2

8ϵ0ϵ̃21ϵ̃2

χ
(2)
ijkζijk√
Veff

. (3.28)

Here, ζijk represents the mode overlap factor, and Veff is the effective mode volume

Veff = (V 2
1 V2)

1/3.

It can be seen that a large coupling rate, g, and a high quality factor resonator

enables low-threshold pump power and thus squeezing at low pump power. The coupling

rate is dependent on the nonlinearity of the material, and the modal overlap factor

allows for waveguide engineering to maximize the overlap. The squeezed vacuum noise,

Equation 3.26, for an InGaP parametric down conversion source with a 5µm radius,

with 97.5% escape efficiency from the resonator, and loaded quality factor for the pump

Q775nm=700, 000 is shown in Figure 3.15 as a function of the pump power at 775nm

and intrinsic quality factor of the generated photon pairs at 1550nm wavelength. The

maximum squeezing occurs when the pump power reaches threshold, and the limit on the

squeezing is from the escape efficiency of the resonator (∼97.5% which is −16 dB). In the

system shown in Figure 3.14 using Equation 3.26, the collection efficiency is assumed to be

unity. System loss (including propagation loss, detection efficiency, coupling efficiency,

and detector quantum efficiency), will degrade the magnitude of squeezing that can

be detected, thus motivating fully integrated systems or systems with ultra-low loss

components. This trend is illustrated in Figure 3.16 for a SFWM squeezed light source,

but follows for a SPDC source.

Squeezed light can also be generated from a SFWM photon pair source using the
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Figure 3.15: Squeezed light generated from an InGaP ring resonator source using the
second-order nonlinear interaction when pumped at 775nm and light is generated at
1550nm. The plot shows the squeezing output as a function of the intrinsic quality
factor of the 1550nm light and the pump power at 775nm. The source is an InGaP
resonator with a 5µm radius, with 97.5% escape efficiency from the resonator, and
loaded quality factor for the pump Q775nm=700, 000

third-order nonlinearity. The vacuum noise variance for such a source can be modeled

as [64],

V ± = 1 + 4ηg(2g ∓
√

1 + 4g2) (3.29)

where η is the net collection efficiency (now including the resonator escape efficiency),

and g = Λ|β̄P |2/Γ̄ with Γ̄ ≈ ω/(2Q) dissipation rate of the signal and idler modes, β̄P as

the classical pump mode amplitude, and Λ ≈ ℏω̄ν2gγNL/L. Again, from the form of 3.29,

it can be seen that materials with large nonlinearities and high quality factors approach
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the maximum squeezing level at lower pump powers. As an example, Figure 3.16 shows

a 14 µm AlGaAsOI microring resonator source of SFWM squeezed light. The squeezed

variance is plotted for different overall system efficiencies assuming a quality factor of

Q = 500, 000 and a nonlinear coefficient γNL = 300 W−1m−1.

Figure 3.16: Squeezed quadrature variance as a function of the pump power for differ-
ent system efficiencies. The source is an AlGaAsOI microring resonator with 14 µm
radius, Q = 500, 000, and γNL = 300 W−1m−1.

It is important to note that the magnitude of squeezed light generated from nonlinear

interactions is generally not material-limited. In other words, if a squeezed light source

with 16 dB noise reduction is desired, it is generally possible to use any nonlinear material

platform and either SFWM or SPDC to achieve this objective (albeit with much higher

pump threshold power for weaker nonlinearity and mode overlap). Instead, the overall

system efficiency is what limits the maximum squeezing output (illustrated in Figure

3.16). Thus, advancements in the magnitude of squeezing have been focused on mini-

mizing these system losses (instead of maximizing the nonlinear interactions). One such

breakthrough is the creation of coupled resonator photonic molecules which result in split
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resonances that remove parasitic nonlinear effects [65]. This design has demonstrated the

record on-chip squeezing with 8 dB squeezing inferred on the chip for continuous-wave

pumping. Photonic molecules similar to this structure have been designed on the Al-

GaAsOI and InGaPOI material platforms, though no experimental characterization of

these devices has yet been completed at this time.

3.3 Conclusion and Outlook

Overall, the advantages of III-V semiconductor materials for quantum light source

development are clear. The enhanced optical nonlinearity and recent improvements to

fabrication enable low-loss, high Q resonators to be developed for both SFWM and SPDC

quantum light sources of both squeezed light and photon pairs. The main experimental

result of this work was to demonstrate an ultra-bright source of entangled photon pairs

using an integrated AlGaAsOI source with an internal brightness exceeding 20×109 pairs

sec−1 mW−2 that emits near 1550 nm, produces heralded single photons with > 99%

purity, and violates Bells inequality by more than 40 standard deviations with visibility

> 97%. This source motivates further study into the AlGaAsOI material platform for

applications and the development of an integrated quantum photonic circuit platform.

In the development of this platform, the InGaPOI material system was also explored,

specifically for SPDC. The bandgap of InGaP is larger than that of AlGaAs, suggesting

lower loss for a pump wavelength near the visible wavelength range (775nm). Both

the AlGaAs and InGaP platforms are modeled to find phase matching for SPDC (and

similarly second harmonic generation). Many of the components for these new light

sources have been developed, and experimental testing is expected in the near future.

Regarding the future of these platforms, AlGaAsOI and InGaPOI have remarkable

potential for all-on-chip quantum photonic integrated circuit (QPIC) development com-
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pared to existing platforms. First, the on-chip integration of tunable excitation laser

sources can be naturally incorporated into the epitaxial growth process of the photonic

layer [66]. These materials are also distinguished by high index contrast for tight modal

confinement [67], have negligible two-photon absorption at 1550 nm (with proper Al por-

tion for AlGaAs [68]), exhibit a large χ(2) nonlinearity for high-speed electro-optic modu-

lation [69], strong piezo-optic effect for optomechanic cavities [70], and ultra-quiet super-

conducting nanowire single-photon detectors (SNSPDs) having already been integrated

with GaAs/AlGaAs waveguides [71]. The possible application space is extraordinarily

broad, ranging from ground-to-satellite communications and quantum teleportation to

all-on-chip quantum information processing and Boson sampling [72–75].

Such high performances dramatically impact the selection of quantum sources in

QPICs. In recent years, self-assembled quantum dots (QDs) embedded in optical micro-

cavities have become state-of-the-art in generating quantum light since they are capable

of producing entangled-photon pairs and single photons at rates thought impossible for

probabilistic nonlinear sources [76]. However, those photon sources have to be operated

at cryogenic temperature, and their selective growth is also quite challenging, which hin-

ders their system level scaling. In addition, an InAs QD’s emitted photon energy usually

lies outside of the telecommunications wavelength (C band), adding considerable incon-

veniences in information processing and transmission. Some other on-demand quantum

photon sources, such as GaN QDs and carbon nanotubes, can be operated at room tem-

perature, and some of them also operate in the C band, however their photon generation

rates are so far limited. Therefore, the more than two (four) orders-of-magnitude improve-

ment in the pair generation rate (brightness) enabled by AlGaAsOI makes probabilistic

sources significantly more competitive by combining the advantages of room-temperature

operation, higher quality of the produced single photons and entangled-photon pairs, and

intrinsic scalability afforded by microring resonator structures.
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Although the AlGaAsOI platform boasts groundbreaking values in photon-pair gen-

eration, much exciting work remains to be done. Brighter entanglement sources require

lower on-chip pump power for a given pair generation rate. This relaxes the require-

ments of on-chip filters for pump rejection. Compared to current state of the art QPICs

based on SOI, the lower waveguide loss of AlGaAsOI can significantly reduce the overall

system loss, allowing more components to be accommodated for applications requiring

system-level integration, such as multi-qubit quantum computation. Another advantage

is on the tuning side: AlGaAs has a factor of two larger thermo-optic coefficient than

that of Si, which can enable more efficient thermo-tuners. The electro-optic and piezo-

optic effects provide a novel tuning scheme for scenarios where high-speed operation or

cryogenic temperatures are required. Therefore, AlGaAsOI holds exciting prospects for

all-on-chip quantum photonic integrated circuits, where tunable lasers, nonlinear sources,

distributed Bragg grating reflectors, Mach-Zehnder interferometers, high-speed electro-

optic modulators, demultiplexers, and chip-to-fiber couplers can be monolithically inte-

grated into the same AlGaAsOI platform without the need for complex heterogeneous

integration techniques (see Chapter 4 for preliminary results developing the AlGaAsOI

material platform).
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Chapter 4

AlGaAsOI Integrated Quantum

Photonics Toolbox

As illustrated in Chapter 3, the AlGaAsOI material platform can be used as an effi-

cient source of quantum states of light. The platform is capable of producing light via

both the second and third order nonlinear interactions at the telecommunications C-band

(1550nm) wavelength range. Quantum photonic integrated circuit (QPIC) functionality

of any complexity also relies on a set of components for on-chip manipulation of quan-

tum states of light, including active modulators and switches as well as passive routing

components, beamsplitters, and on/off chip couplers [1].

Figure 4.1 illustrates the motivation of this chapter where an AlGaAsOI microring

resonator quantum light source (a) interfaces with AlGaAsOI active and passive compo-

nents to create QPICs for quantum computing, boson sampling, quantum teleportation

or other application demonstrations. The largest demonstrations to date using these

components and on-chip photon sources have been realized on silicon [2, 3], whose swift

progress as a quantum photonic platform has benefited from its prominence in classical

photonics and the complementary metal oxide semiconductor (CMOS) industry. Chap-
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ter 2 discusses some of the other material platforms utilized for QPICs, highlighting the

pros and cons of each material system. This chapter builds off the impressive, 1000-fold

improvement in entangled photon pair brightness from the AlGaAsOI material platform

to develop all of the other necessary photonic components to enable larger scale circuits

to be created. This chapter will briefly discuss the design and characterization of the key

building blocks of a QPIC. Preliminary simulations and results from testing a subset of

the necessary components to design a multi-functional QPIC are presented. Once this

“Integrated Quantum Photonics Toolbox” is completed, more advanced quantum circuits

can be readily assembled (see Chapter 6). Although the main experimental results shown

in the chapter are based on the 400 nm thick AlGaAsOI material platform, the methods

can easily be adapted to 102 nm thick InGaPOI and 105 nm thick AlGaAsOI components

that are compatible with SPDC-based quantum light sources. The components developed

here can similarly be designed for the other material platforms (especially material plat-

forms with similar refractive indices) with adjustments to the critical dimensions. The

following discussion will show designs and results for only the 400 nm thick Al0.2Ga0.8As

material system, so the aluminum and gallium fraction will be dropped for convenience.

4.1 Fiber to Chip Coupling Strategies

During the initial testing process, it is necessary to utilize either fiber-based or free-

space optical testing equipment. Thus, one of the first components to design is an

efficient method to couple light into/out of the photonic chip. Various strategies have

been explored for efficient coupling [4], but many of the methods that achieve ultra-high

efficiency require additional fabrication steps, anti-reflection coatings, or a full redesign

of the input/output facet structure. For the case of testing individual components, much

simpler structures can be used—as long as the fiber-to-chip coupling efficiency can be
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Figure 4.1: a) Tunable AlGaAs-on-insulator (AlGaAsOI) microring resonator entan-
gled-photon pair source. The AlGaAsOI platform enables the large-scale integration
of active and passive quantum photonic components, including tunable lasers, non-
linear quantum light sources, filters and wavelength division multiplexing (WDM),
superconducting nanowire single-photon detectors (SNSPDs), and microcontrollers.
These components can be monolithically integrated for all-on-chip quantum photonic
circuits, including b) quantum gates for optical computing, c) m-mode unitary oper-
ations for Boson sampling, and d) Bell-state measurements for chip-to-chip teleporta-
tion of quantum states.

adequately characterized, any loss due to coupling can be added back to the device

performance to estimate its behavior on the chip.

There are two main categories of fiber-to-chip couplers: vertical couplers (based on

optical gratings) and edge couplers (also called “in-plane,” “end-fire,” or “butt” couplers).

As the name suggests, vertical couplers accept incoming light from the top of the chip

(out of plane) while edge couplers couple light impinging from one of the facets of the

photonic chip (in plane). Depending on the desired application or testing design, there

may be a benefit for utilizing either type of coupler. Vertical couplers are useful for more
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compact designs as they do not require waveguides to be routed completely to the edge

of the photonic chip. Edge couplers, on the other hand, are easier to design and less

sensitive to fabrication variation.

The standard fiber for telecom communication systems is single mode fiber 28 (SMF-

28) which has a minimum attenuation of 0.18 dB/km at 1.55 µm wavelength and has a

mode field diameter (MFD) of 10.4 µm [4]. The fiber can be made polarization main-

taining through the addition of internal stressor rods in the fiber cladding region. When

the fiber end is planar-polished, the mode diverges into the air with a 2D Gaussian mode

profile and numerical aperture of 0.12. The difficulty of efficient coupling into a photonic

structure stems from the divergence, reflection, and the large mode area of the fiber

mode relative to the ∼ 100s of nanometer scale mode of the waveguide mode inside a

high refractive index contrast waveguide. Chapter 2 introduces the waveguide mode for

materials like AlGaAs and InGaP which have large refractive index contrast such that

the mode size is very similar to the waveguide structure. Since these materials have

thicknesses of 102 nm or 400 nm and widths between 500 nm and 2.5 µm, the mode area

is much smaller than the 10.4 µm mode diameter Gaussian mode of the optical fiber.

To address this mismatch, several strategies are employed. Namely, the waveguide mode

is expanded, and (if possible) lensed fibers are utilized for coupling instead of planar

polished fibers. Other strategies like angling the waveguide-to-air facet can reduce the

reflection, and for even greater reduction in reflection, an anti-reflection coating can be

spun on the facet. For the case of vertical couplers, a different problem arises from the

need to angle the optical fiber and bring the fiber very close to the vertical coupler.

Standard, planar polished fibers will impact the chip when brought too close, so custom

angled polished fibers are used when trying to get the best vertical coupling efficiency.
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4.1.1 Edge Coupling Strategies

As briefly mentioned above, one of the main limitations to the coupling efficiency

into waveguides is the optical mode mismatch. Starting first with in-plane couplers, a

basic edge coupling strategy is to gradually reduce the width of the waveguide down to a

small tip at the input (output) facet of the photonic chip. As shown in Figure 4.2a) the

waveguide width at the facetWin is typically maintained for a short length Lbuffer to allow

for room to polish/dice the facet during singulation of the individual device bars from

the wafer. The width is then increased gradually (over Ltaper) to the final waveguide

width wwg to allow for an adiabatic transition to the desired device dimensions. An

SEM image of the inverse taper design is shown in Figure 4.2c). This inverse taper

design reduces the confinement of the waveguide mode, increasing its effective modal

area and decreasing its effective index of refraction. This allows for moderately high

coupling efficiencies to a (typically) lensed fiber aligned with the waveguide facet. The

overall coupling loss is determined by effects such as reflection at the chip facet (due

to refractive index mismatch), fiber-to-waveguide mode mismatch, and mode-conversion

within the waveguide taper. Figure 4.2d) illustrates the mode overlap between a 2.5 µm

diameter spot size lensed fiber (which matches the mode field diameter of commercially

available lensed fibers) optical mode and the inverse taper mode for various widths of

Win.

For a given Gaussian beam and optical waveguide, the coupling efficiency can be

defined by Equation (4.1) [5]. This equation simply states that the coupling efficiency is

the normalized mode overlap between the two modes of interest.

η(z) =
|
∫ ∫

S
E⃗1 · E⃗fdxdy|2∫ ∫

S
E⃗1 · E⃗1

∗
dxdy

∫ ∫
S
E⃗f · E⃗f

∗
dxdy

(4.1)

Longer wavelengths have reduced confinement within a given waveguide dimension,
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Figure 4.2: a) Design of an inverse taper edge coupler with dimensions labeled. b)
Flare taper design. c) Scanning electron microscope (SEM) image of an array of
inverse taper edge couplers. d) Simulated mode overlap as a function of taper width
for both the TE and TM modes. e) Mode conversion loss in a flare taper of 3 µm
width and inverse taper of 200 nm width as a function of the taper length for the
fundamental TE mode. f) Misalignment sensitivity in the x- and y-axes for the flare
and inverse taper designs for the TE mode. g) Heat map showing the mode overlap
of various inverse taper widths and different wavelengths for the TE mode. The star
shows an experimentally obtained value.

resulting in larger modes relative to shorter wavelengths. This trend is illustrated in the

simulated mode overlap in Figure 4.2d). Additionally, reducing the waveguide width will

push the mode into the cladding, increasing the mode size as well.

Figure 4.2b) illustrates an alternative route to create an edge coupler, sometimes

called a “flare” taper or just a standard taper. This design does not push the mode into

the cladding, but instead increases the waveguide width to increase the relative mode size

within the waveguide. As illustrated by the plot in Figure 4.2d), large waveguide widths

can attain moderate mode overlaps on the order of -5 dB, but are ultimately limited

by the vertical dimension (which remains fixed at 400 nm). Thus, flare tapers are less

efficient than inverse tapers. Another downside of using flare tapers is the refractive index
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mismatch between the flare taper mode and the air at the facet. Since inverse tapers

push the mode into the cladding, the effective index of inverse taper modes is close to

that of the cladding (n=1.44). Flare tapers, on the other hand, maintain confinement

within the waveguide material, so the effective index is close to that of the core (n=3.3).

This mismatch can result in significant reflections at the facet when using flare tapers.

There are, however, a few advantages of using flare tapers. First, the larger waveguide

dimension used for a flare taper makes coupling into the structure less sensitive to the

fiber alignment (in the x-axis). The sensitivity of the inverse taper and flare taper to fiber

misalignment is shown in Figure 4.2f). For both designs, the y-axis misalignment (dashed

lines) has the same slope since the vertical dimension is fixed at 400 nm. The x-axis, on

the other hand, shows improved stability for the flare taper. Another important thing

to note from this simulation is the precision required to obtain maximum coupling into

the waveguide. A 2 µm misalignment can result in > 10 dB of excess loss. Thus, careful

consideration must be made when creating experimental setups to efficiently couple light

into and out of these edge couplers. An additional benefit of using flare tapers is that

since the mode is always well-confined within the waveguide, the transition length to the

waveguide dimension can be reduced (as illustrated in Figure 4.2e). The inverse taper

design must optimize the lengths of Lbuffer and Ltaper for both minimization of loss as

well as maximum adiabaticity in the conversion of the propagating modes. Longer Ltaper

will more gradually change the mode characteristics, resulting in a smoother transition

from the taper dimension to the final waveguide width, but the weakly confined mode

will experience increased propagation loss, encouraging a more rapid transition to the

strongly confined mode.

For the designs used in all of the devices that follow, a 200 µm taper length is used

with hopes of finding a balance between these competing effects. The buffer length is

defined based on the singulation process used. For diced and polished facets, a longer
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buffer is used (∼ 200µm) to account for the width of the dicing blade (∼ 75µm as well as

the removal of material during polishing. Improvements to the singulation process have

replaced this step with an etched facet. Since the etch is defined lithographically, the

buffer length can be set to 0 µm, and the transition can begin immediately at the facet.

Regarding the taper width, the fabrication of sub-200-nm features is challenging using

the standard photolithography process, so we limit our taper designs to 200 nm or larger.

Smaller features than 200 nm will regularly result in delamination of the bonded AlGaAs

material from the lower silica cladding. To ensure high yield, the taper dimension is kept

at 200 nm.

Experimentally, the measurement of facet loss is straightforward. A continuous-wave

laser diode tuned to 1550 nm wavelength is sent through lensed fibers into and out

of a straight waveguide with edge couplers on each side. The two fibers are aligned

using multi-axis stages to find the maximum power through the straight waveguide. The

waveguide length is short (∼ 2 mm) such that propagation loss which is < 1 dB/cm

does not impact the measured loss. Figure 4.2a) illustrates an SEM image of a set of

edge coupler devices. Here, the inverse taper width is 200 nm and the waveguide width

is 600 nm. Figure 4.2b) shows a star indicating the experimentally obtained facet loss

for this design. The measured value was collected by sending 6.95 dBm (∼ 5 mW) of

light into a straight waveguide with 200 nm tapers on the input and output facet. The

collected power through the waveguide was 1.16±0.23 dBm, indicating an approximate

loss of 2.9 dB/facet. The measured loss is larger than the simulated mode overlap, which

is expected because the measurements also include reflections and mode conversion loss

in the taper. The simulated mode overlap acts as an upper bound for the efficiency

of the inverse taper. The 2.9 dB/facet of coupling loss in the AlGaAsOI platform is

comparable to the sub-3 dB coupling loss expected from standard SOI inverse taper edge

coupler designs [6]. The use of narrower taper widths (as shown in Fig. 4.2b)) or an
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anti-reflection coating will improve the coupling efficiency further, but ease of fabrication

and reliability are prioritized, so for our initial devices, 200 nm inverse tapers are utilized.

4.1.2 Grating Couplers

The second category of coupling strategies is to couple light into the photonic chip

vertically. Vertical couplers use constructive interference between distributed scatterers

(commonly grating-based structures) to direct light into the vertically aligned fiber. We

can use a ray optics model (Figure 4.3a) to illustrate the operating principle of grating

couplers. Looking just at the first two corrugations, we have a core waveguide with index

n2 that is etched in a rectangular pattern such that alternating regions of cladding and

core are seen by the propagating light (with wavevector kmz). At each corrugation, the

light is reflected upward, out of the waveguide and toward the optical fiber. From each

corrugation, a ray of light is scattered, and for efficient coupling, the rays must be in

phase such that they constructively interfere. That is to say, the optical path lengths

must satisfy

kmza− k1b = 2πm (4.2)

where m is an integer, and the corrugations are separated by a length a, also called the

grating pitch. Substituting the definition of wavevector,

2π

λ
neffa−

2π

λ
n1b = 2πm, (4.3)

neffa− n1b = mλ, (4.4)

neffa− n1asin(θ) = mλ, (4.5)
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which tells us that the angle of interference is related to the grating pitch, wavelength of

light, and effective index of the mode.

sin(θ) =
neff − mλ

a

n1

(4.6)

Thus, by tuning these key parameters we can adjust the output angle of the light and

try to optimize coupling into a fiber.

Moving away from this simple picture, we can demonstrate the real grating couplers

designed for the AlGaAs platform, where now there are additional parameters that can

be used to optimize coupling. An example grating coupler cross section is shown in Figure

4.3b). An optical fiber is brought close to the surface of the top silica cladding above

the waveguide and grating coupler. The fiber is offset from the start of the grating by x

and is tilted at an angle θ. The grating pitch (which was labeled a in the simple picture)

has been relabeled as p. The etch length is le with depth he. The duty cycle is defined

as d = (p− le)/p, and represents the fraction of the grating pitch that is etched. Lastly,

there is a bottom cladding of silica before the silicon substrate. With these additional

parameters, finding an optimal solution analytically would be quite challenging, so we

turn to Lumerical finite difference time domain (FDTD) simulations in conjunction with a

swarm optimization protocol to maximize the coupled power to the fiber mode by varying

the grating parameters. The principle behind this still follows the equations above, but

now there are many ways to manipulate the parameters. For example, both the duty

cycle and etch depth can change the effective index in the grating region, and the location

of the fiber can change how much of the light is actually coupled into it. There is an

effective number of grooves that the light encounters, so the fiber should be aligned over

this region to get most of the light into/out of the chip. When light is sent from the fiber,

some of it is also reflected off of the substrate interface, and again, if the phase of this light
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is 2πm, then it will constructively interfere. Thus, there also exists an optimal lower oxide

thickness to satisfy this condition. Overall, doing this without computational software is

very difficult, so FDTD simulations are employed which can model the propagation of the

light as a function of time. The optimized simulated transmission spectrum for 400 nm

thick AlGaAs is shown in Figure 4.3c). The fiber angle θ is fixed to 10 degrees to simplify

the simulation parameter space and be compatible with current experimental setups. For

the orange dashed plot, the etch depth (he) is fixed at 400 nm since the standard etching

procedure for the AlGaAs components only includes a full etch (through the 400 nm thick

AlGaAs layer). The blue, solid plot allows the etch depth to vary, showing the improved

coupling efficiency with this additional degree of freedom. The partial etch reduces the

amount of backscattering in the waveguide since the mode does not see a sharp transition

from the index of the core to the cladding and thus has improved efficiency compared to

the fully etched design.

Figure 4.3: a) Schematic showing the operating principle of a grating coupler. b)
Schematic illustrating a grating coupler in the AlGaAs platform. c) Simulated trans-
mission efficiency as a function of wavelength for a fully etched AlGaAs grating coupler
and one with a partial etch.

In addition to the edge couplers and grating couplers discussed here, there are other

approaches that can achieve coupling efficiencies < 1 dB/facet [7] that involve more

complex fabrication processes. As far as simple, lithography-based coupling systems, the

< 3 dB/facet coupling efficiency demonstrated with inverse tapers, and the simulated
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∼ 6 dB/facet coupling efficiencies for fully etched grating couplers is efficient enough as

to not hinder the measurements performed on the rest of the components detailed in

this chapter. Importantly, the coupling efficiency is relatively uniform across the devices,

allowing for an estimate of the device-specific loss.

4.2 Waveguide Routing

As QPICs begin to scale, there becomes an increasing need for connectivity between

different qubits from different regions of the photonic chip. Simple circuits, for example,

may require only interactions between the nearest neighbor photons to perform basic

operations. However, for more advanced circuits and experiments, there is a need to

interact non-nearest neighbor photons which can be spatially far from each other within

a photonic chip. Since the photonic components are all fabricated using the same pho-

tonic layer (in the same plane), waveguide crossing designs must be made to route light

across the chip. It is important that this crossing does not introduce significant loss or

allow for coupling to the orthogonal waveguide that it crosses as this will introduce error

in the circuit, reducing the fidelity of any operations. Additionally, scaling to hundreds

or thousands of qubits on a single chip may require a significant number of waveguide

crossings. For example, in silicon, large-scale QPICs have been designed to implement

arbitrary two-qubit processing from photons generated from four silicon spiral sources

which requires 18 waveguide crossers [8]. More recent work shows very large-scale in-

tegrated quantum photonic circuits with 16 nonlinear quantum light sources, requiring

463 waveguide crossers [9]! It is easy to see how going to much larger scales can require

thousands of waveguide crossers.

Several methods have been explored for creating low-loss waveguide crossings in-

cluding vertical coupling into polymer strip waveguides [10], multi-planar crossings [11],
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Figure 4.4: a) Schematic image of the simple waveguide crossing design. The relevant
design variables are indicated on the image. b) Simulated mode profile for the opti-
mized simple crossing design. The beating between the higher order modes and the
fundamental mode results in a maximum electric field intensity in the center of the
waveguide at the crossing, which minimizes the coupling to the vertical waveguide.
c) Simulated transmission through the simple waveguide crossing as a function of the
wavelength. d) Schematic image of the 13-width crossing design where a swarm op-
timization varies the width of the parabolic taper at 13 locations and minimizes the
transmission loss. e) Simulated mode profile of the optimized 13-width crossing. f)
Simulated transmission through the 13-width crossing design as a function of wave-
length. g) Optical image of cascaded waveguide crossings for loss characterization. b)
Normalized waveguide crossing transmission loss at a wavelength of 1550 nm using the
cutback method. The orange trend line indicates an insertion loss of 0.23 dB/crossing.

multimode interference-based crossings [12–14], and subwavelength gratings [15]. Many

of these methods involve additional fabrication steps that can introduce excess loss and
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system design and fabrication challenges. A basic approach for a waveguide crossing

relies on tapering an input single-mode waveguide section into a larger waveguide cross

section that can support higher-order modes and relies on the beating between the fun-

damental mode and the higher-order mode to create an electric field maxima that is

centered in the waveguide at the crossing location. By focusing the mode into the center

of the wide waveguide, evanescent coupling to the perpendicular waveguide is minimized.

This design can be completed with a basic linear taper (which will be referred to as a

“simple crossing”), or a more complex structure. Here, we consider simulations of both

simple and inverse-design crossings and report results from an inverse design approach

(which will be referred to as a “13-width crossing”) that utilizes 13 different widths in

a parabolic taper that requires no additional fabrication steps and maintains low-loss

and high-isolation transmission. This second design utilizes a swarm optimization pro-

tocol such that the optical mode is transmitted with minimal coupling to the crossed

waveguide.

The simple crossing design is illustrated in Fig. 4.4a) and uses the beating between

the fundamental and higher-order mode to create a confined optical mode centered at

the location of the crossing. The beat length, Lπ, is defined as Lπ = π/(β0 − β1) where

β(0,1) are the propagation constants of the fundamental and first-order waveguide modes,

respectively. For a 1.5 µm multimode waveguide width (wm), the fundamental and first-

order TE modes have effective indices of approximately 3.00 and 2.87, respectively, at

a wavelength of 1550 nm. Using these effective indices, the beat length is calculated

as 5.95 µm. This approach is similar to the discussion of coupled mode theory for

pulley couplers to ring resonators (included in Section 2.2.2). Finite difference time

domain (FDTD) simulations were utilized to account for the transition region between the

single-mode waveguide and the wider, multimode waveguide as well as allow for a larger

bandwidth crossing to be designed where the average loss across a 100 nm bandwidth
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is utilized instead of maximizing at a single wavelength. The simulated mode profile for

the simple crossing design and the simulated transmission through the device is shown in

Fig. 4.4b,c), respectively. From the mode profile simulation, it is clear that the beating

between the fundamental and higher order mode create a local maxima at the location of

the crossing that minimizes the optical mode scattered into the perpendicularly oriented

waveguide. The simulated loss through this structure is 0.15 dB at a wavelength of 1550

nm.

Figure 4.4d) shows the 13-width waveguide crossing with critical dimensions depicted.

This design utilizes a swarm optimization protocol in an FDTD solver to optimize the

transmission through the crossing by allowing the width to vary at 13 equally spaced

sections along the taper. A parabolic interpolation between the 13 widths ensures a

smooth transition between the various widths. The 13-width crossing design was also

optimized for a bandwidth of 100 nm to maintain low-loss performance of the crossing

across a broad bandwidth, which will be compatible with broadband entangled photon

pair generation in quantum photonic circuits. Lower loss structures can be made when

optimizing for a smaller bandwidth. Starting with an input waveguide width of 400 nm

and total crossing length (L) of 9 µm, the optimizer was allowed to vary the widths w2-

w13 between 200 nm and 2000 nm. Figure 4.4e) shows the electric field profile for the

optimal crossing design at a wavelength of 1550 nm, and Fig. 4.4f) plots the simulated

transmission through the waveguide crossing as a function of the input wavelength. This

crossing design has a simulated loss of approximately 0.1 dB at a wavelength of 1550 nm.

Since the loss of the 13-width crossing design is smaller than the simple crossing design,

the 13-width crossing was fabricated and tested initially.

With the simulated waveguide crossing loss on the order of 0.1 dB, the cutback

method [13] is used to measure the loss per crossing to remove coupling-dependent loss

and reduce detector sensitivity limitations. For the 13-width crossing, waveguides with
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between 10 and 50 crossings were fabricated, and the loss through each line of crossings

was measured across eight trials with complete re-alignment of the input and output

fibers for each trial to remove any systematic variations due to coupling loss. Figure 4.4g)

shows a microscope image of a few of the waveguide crossings in one of the lines. The

vertical waveguide channels are terminated with tapered waveguides in a spiral geometry

to prevent back-reflections into the crossing. The horizontal spacing of the crossings is

varied randomly between 25 µm and 35 µm to avoid photonic cavity effects. Using the

cutback method, the transmission through the crossings was measured at a wavelength

of 1550 nm, and the results are shown in Figure 4.4h). The dashed line indicates a linear

fit of the loss as a function of the number of crossings, providing an estimated loss of

0.23 dB/crossing. The error bars on the data points indicate the standard deviation of

the eight independent measurement trials.

These results for the 13-width waveguide crossing (Fig. 4.4h) indicate that the fabri-

cated crossings have slightly higher loss than the simulated loss at a wavelength of 1550

nm. This additional loss is likely due to fabrication variations in the widths along the

device; the inverse design is more sensitive to fabrication variation than the use of a

simple waveguide crossing. The measured 0.23 dB of loss for the AlGaAsOI 13-width

crossing is comparable to the 0.2 dB of insertion loss reported from a genetic algorithm-

designed SOI waveguide crossing [16] and less than the loss of 0.3 dB from silicon nitride

waveguide crossings [17]. Other manuscripts report ≤ 0.1 dB of insertion loss for el-

liptical tapers [18] and even on the order of 0.02 dB for sub-wavelength grating-based

structures [19]. Reference [14] compares various results of waveguide crossing on the SOI

platform.
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4.3 Beamsplitters

A standard building block in both classical and quantum PICs is the beamsplit-

ter. The beamsplitter allows for the electomagnetic wave amplitude to be distributed

across two (or more) waveguides with a desired splitting ratio. It is also a necessary

sub-component of many other fundamental photonics components including interferom-

eters, filters, and ring resonators (as previously introduced in 2.2.2). One of the more

common objectives is to split the input signal perfectly in half to two output waveguides,

which is known as a 3-dB beamsplitter or 3-dB coupler. In QPICs, 3-dB couplers are

utilized to distribute light evenly between two waveguides, to interfere single photons,

and to serve as a component for tunable Mach-Zehnder Interferometers (MZIs) for pro-

grammable PICs. This places strict requirements on the devices, such as low loss for

potential scalability, a large bandwidth to support broadband quantum light generation,

and precise splitting ratios to maximize the extinction ratio and minimize cross-talk in

MZIs. We explore two designs for creating on-chip 3-dB couplers: directional couplers

(DCs) and multimode interferometers (MMIs). The first coupler design based on DCs

uses the overlap of evanescent modes between two neighboring waveguides, allowing the

mode to fully couple into the adjacent waveguide. The full crossover length relies on the

difference in refractive index between the even and odd supermodes created when two

waveguides are in close proximity. DCs are straightforward couplers to design and are

capable of any splitting ratio by adjusting the coupling length, but they are also more

susceptible to fabrication imprecision and errors compared to MMIs. MMIs are based

on the self-imaging principle, similar to the aforementioned simple waveguide crossings;

however, unlike in the waveguide crossing design, the beat length between the two modes,

Lπ, is used to calculate the core length necessary to achieve a splitting ratio as close to

3-dB as possible.
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4.3.1 Directional Couplers

The basic principles of directional couplers have already been introduced in the section

on pulley couplers for ring resonators, Section 2.2.2. Since pulley couplers are a form of

directional coupler, the approach to design directional couplers for beamsplitting follows

a similar approach. Here, the design is even more straightforward since both waveguides

are selected to be the same width, wwg, and without a bend (meaning the propagation

constant will be identical in both waveguides and phase matching is trivial). Figure

4.5a) illustrates a common directional coupler design. Symmetric sine bend waveguides

on the input and outputs with transverse displacements of xoff and yoff enable light to

propagate into the coupling region. The minimum radius of these sine bends is kept to

20 µm to reduce bending loss. The separation between the waveguides in the coupling

region where the evanescent modal overlap occurs is wgap, and the coupling length is

LDC .

To determine the coupling behavior between two waveguides in a directional coupler,

Lumerical Mode simulations are utilized to determine the effective indices of the first and

second supermode that exists between the two waveguides. Figure 4.5b) and c) illustrate

the first and second TE supermode for two AlGaAs waveguides with 400 nm widths and

400 nm heights separated by a 300 nm gap. Much like the pulley coupler case, we can

determine the coupling between the two waveguides with [20, 21],

κ2 =
Ptransferred

P0

=
sin2

(
CL

√
1 + (∆β/2C)2

)
1 + (∆β/2C)2

(4.7)

where P0 is the initial power, Ptransferred is the power transferred to the other waveguide,

L is the coupling length, and C is the coupling coefficient (also defined in the pulley
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Figure 4.5: a) Directional coupler with relevant design paramaters labeled. b) The
first TE supermode for a pair of two waveguides with 400 nm width and 400 nm height
separated by a 300 nm gap. c) The second TE supermode. d) FDTD simulation of
the power transferred to the lower waveguide of the directional coupler including the
input/output sine bends.

coupler section 2.2.2) [20–22],

C =
π∆n

λ
(4.8)

where ∆n is the different in the effective index of supermode 1 and 2.

The form of Equation 4.7 has been expanded to included mismatch between the

propagation constants of the two waveguides. However, by selecting identical waveguides,

the equation is simplified since ∆β = 0,

κ2 = sin2 (CL) (4.9)

The power transfer between the two waveguides has a sin2 dependence, so the power
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oscillates between the two waveguides as a function of length. Thus, by selecting a length

where the power is split in half (sin2(CL) = 1/2), a 3-dB (50/50) directional coupler can

be made. The length at which all of the power transfers from the initial waveguide to

the secondary waveguide is the crossover length, and can be determined by,

Lx =
λ

2∆n
(4.10)

For the supermodes shown in Figure 4.5b) and c), the effective index difference is

0.0185, indicating that for 1.55 µm wavelength the crossover length is approximately

41.9 µm. Thus, for 3-dB coupling, a length of ∼21 µm can be used. Reducing the

gap between the two waveguides increases the effective coupling rate, allowing for more

compact directional couplers to be designed.

In general, the supermode approach can provide a reasonable estimate on the length

required for a particular beamsplitting ratio. However, it is important to note that this

calculation simplifies the full structure (shown in Figure 4.5a). Since the sine bends

into and out of the coupling region are adiabatic and gradual, there is some evanescent

coupling that occurs in these regions (in addition to the coupling region). Thus, for a

better understanding of the true coupling length for 3-dB splitting, Lumerical FDTD

simulations are used. The result of the full structure simulated in FDTD is shown in

Figure 4.5d). The addition of these input/output bends reduces the crossover length con-

siderably (to ∼34 µm from ∼42 µm using just coupled mode theory). Thus, the actual

devices were designed using the results of the FDTD simulation instead of the coupled

mode theory results. One important thing to note is that the directional coupler response

has a strong wavelength response (as evident in Figure 4.5d), so for broadband appli-

cations, alternative structures like adiabatic couplers [23] or multimode interferometers

(next section) should be used.
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4.3.2 Multimode Interferometers

For applications that require broader bandwidth operation or the creation of devices

that are less sensitive to fabrication variation, multimode interferometers (MMIs) can

offer a great alternative to directional couplers for beamsplitting. An example MMI

schematic is shown in Figure 4.6a). Here, a 2x2 MMI is shown, but other combinations

of input/output ports are designed following the same approach. The input waveguide

at width, w1 is tapered gradually to w2 at the beginning of the core MMI region (width

wcore). The core length, Lcore is determined by the desired splitting ratio of the output

waveguides. The electric field in the wide core region can exist in many modes, and

the interference between these different modes in the core creates the pattern shown in

Figure 4.6b) which is calculated using FDTD in Lumerical.

Figure 4.6: a) Schematic illustration of a multimode interferometer with the relevant
design parameters. b) Simulated mode profile of an Al0.2Ga0.8As MMI depicting 3-dB
coupling behavior with a length near 16.0 µm. Here, the waveguide is tapered from
w1 = 0.4µm to w2 = 0.9µm in over Lt = 10µm. The core width is 2.1 µm, and the
length is 18.75 µm.

The operation of MMI couplers is based on the self-imaging effect of multimode

interference [24]. The superposition of the many guided modes in a multimode waveguide
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leads to a local field distribution (Φ(x, z)) at any position of the core of the MMI [25, 26],

Φ(x, z) =
∑
m

cmϕm(x)exp(−jβmz) (4.11)

where cm is the expansion coefficient for the m-th eigenmode with field ϕm and propa-

gation constant βm.

The beat length Lπ (or self-imaging length) is defined by the interference of the 0th

and 1st mode,

Lπ =
π

β0 − β1
≈ 4nrW

2
e

3λ0
(4.12)

where λ0 and nr are the free-space wavelength and refractive index of the core, and We is

the effective width of the core. Because the beat length scales with the MMI core width,

a narrow width is often chosen to reduce the component footprint.

For the initial MMIs designed, a core width of 2.1 µm was selected. Symmetric input

and output tapers expand the mode from a waveguide width of 0.4 µm to 0.9 µm nearest

to the core. A 0.3 µm separation leaves no excess core width beyond the dimensions of

the tapers in an effort to reduce Fabry-Perot effects due to reflections. The core length

design began by first calculating the beat length from mode simulations and multiplying

it by a factor of 1.5 (to obtain 3-dB splitting after 1 cycle of self-imaging), resulting in

Lπ = 18.75 µm. The full device was then simulated using Lumerical FDTD, and the

electric field profile is shown in Figure 4.6b). The FDTD simulations again differ slightly

compared to the mode-based calculations due to the presence of the input/output mode

tapers which are not considered in the simple beat length calculation. With a combination

of the calculated beat length and FDTD simulations, a core length of 17.2 µm was chosen

for 3-dB splitting.

Both MMIs and directional couplers have their importance in integrated photonic

136



AlGaAsOI Integrated Quantum Photonics Toolbox Chapter 4

circuits. Directional couplers are more straightforward to design, and typically can have

lower loss than MMIs due to the waveguides remaining unconnected (reducing back-

reflections). MMIs are more tolerant to fabrication variation and less sensitive to wave-

length, allowing for more consistent performance and broadband operation. Both com-

ponents could be used for the larger circuits designed in Chapter 6 of this dissertation,

but due to the ease of design and fabrication, directional couplers are primarily used.

4.4 Optical Filters

On-chip optical filters and demultiplexers are critical components as they allow for the

separation of the signal and idler photons from the initial, uncorrelated pump photons

and allow for the manipulation of signal and idler photons independently. This can be

especially useful for heralded single photon-based applications as the signal (or idler)

photon can be sent directly to a detector for heralding while the idler photon can be sent

through a series of quantum gates or operations. There are several strategies that can be

used for pump filtering or demultiplexing [27], but here the focus will be on unbalanced

MZI filters, coupled resonator optical waveguides (CROW), and ring-based spectral pulse

shapers. Additionally, photonic interleavers where a ring resonator is placed into the arm

of a MZI are explored as a route to improve the performance of MZIs.

4.4.1 Filter Performance Metrics

The shape of an optical filter is critical in determining which filters to use for par-

ticular applications. Common filter shapes include bandpass, low-pass, high-pass, notch,

and interference filters. Each type serves a distinct purpose in manipulating the trans-

mission or reflection of light within a specified wavelength range. Bandpass filters allow

for a specific range of wavelengths to be transmitted while blocking other wavelengths.
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Low-pass filters permit only wavelengths below a threshold wavelength to pass, and high-

pass filters permit only wavelengths above a particular wavelength to pass. Notch filters

block only a particular band of wavelengths, and transmit other wavelengths. Interfer-

ence filters rely on the interference of light waves to periodically transmit/block certain

wavelengths, commonly resulting in a sinusoidal response as a function of wavelength.

Ring resonators in the all-pass configuration (as introduced in Section 2.2.2) can act

as narrow notch filters where the resonance wavelengths are blocked from transmission

and off-resonance wavelengths are transmitted. Adding a second bus waveguide to the

ring resonator creates an add-drop configuration, and the drop port of the resonator will

have a bandpass filter response (where the resonant wavelengths are transmitted). High-

and low-pass filters can be made using absorption or waveguide engineering to sustain

only particular modes. In the following section, Mach-Zehnder interferometers will be

introduced which are a very commonly used interference-based optical filter.

Generally, the most important performance metrics of optical filters are the extinction

ratio, insertion loss, and bandwidth. The extinction ratio of an optical filter is commonly

defined as the ratio of the minimum optical power transmitted to the maximum power

transmitted. High quality filters typically have extinction ratios on the order of 30 dB,

meaning that 99.9% of the initial signal is blocked. For quantum photonic experiments,

single photon detectors are often utilized, requiring extremely high extinction rates to

block photons at undesired wavelengths. Since single photon count rates of ∼10 counts

per second at 1.55 µm wavelength have ∼ −150 dBm of power, full rejection of the

pump wavelength to reasonable single photon count rates can typically require > 120 dB

extinction. Importantly, this extinction must be met with the lowest amount of loss of

the quantum signal as possible. The insertion loss of a filter characterizes how much loss

the transmitted light experiences when going through the filter. For chip-scale filters, the

biggest contribution to this loss is the fiber-to-chip coupling efficiency, while bulk optics

138



AlGaAsOI Integrated Quantum Photonics Toolbox Chapter 4

can experience loss from reflections, connections, or other effects like mode conversion and

focusing. Lastly, the filter bandwidth is important in determining which wavelengths are

filtered and how sensitive the filter is to misalignment. The filter bandwidth is typically

reported at a particular extinction level (for example 10-dB bandwidth). For this work,

the optical filters are utilized to separate generated signal and idler photon pairs generated

from nonlinear quantum light sources. Since the source is typically a ring resonator, the

filters must have bandwidths that are smaller than the free spectral range of the ring

resonator (such that only one resonant mode can be transmitted through the filter).

The bandwidth should also be large enough that the filter shape can fully cover the (for

example) pump spectral shape. If the bandwidth is too narrow, undesired photons can

reach the single photon detectors.

4.4.2 Mach-Zehnder Interferometers

As introduced briefly, Mach-Zehnder Interferometers are a form of interference-based

filters that are commonly used for on-chip optical filters. Unbalanced MZI-based filters

utilize the interference between photons that travel along the two paths (one being longer

than the other). The MZI response has a sinusoidal transmission versus wavelength as

different wavelengths accumulate different relative phases when traveling the two paths.

The length of the imbalance in the two paths provides a means to control the free spectral

range (FSR) or spacing between the perfectly constructive interference peaks. Placing

a thermo-optic phase shifter on one of the paths (arms) enables the tuning of the peak

locations such that they align with a desired frequency mode. An unbalanced MZI can

provide high extinction ratio filtering exceeding 30 dB (with cascaded designs exceeding

even 60 dB) [28].

Tunable MZIs are a key component in QPICs, playing an important role for numer-
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Figure 4.7: a) Optical image of an AlGaAs MZI with DCs and a 45 µm path
imbalance. b,c) Transmission spectra of the 2-4 and 2-3 port combinations of an MZI
with MMIs (b) and DCs (c). The MMIs have parameters matching the simulations
in Figure 4.6. The directional couplers consist of 400 nm wide waveguides with a 300
nm coupling gap and a 20.8 µm coupling length. d) Extracted coupling coefficients
for the DCs and MMIs in the MZIs indicating near-optimal 3-dB coupling.

ous functions, including as reconfigurable postselected entangling gates (R-PEGs) [29],

demultiplexers [30], variable beamsplitters [28], filters [31], and single photon quantum

logic gates [29]. In an MZI, a 3-dB coupler splits light evenly into two different paths

that may be equal (balanced MZI) or unequal (unbalanced MZI) in length, which then

recombine with another coupler. Here, we focus on two variations of thermo-optically

tunable unbalanced MZIs employing both DCs and MMIs. Figure 4.7a) shows an optical
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image of an MZI utilizing DCs as couplers with a 45 µm path imbalance on the top arm

with the metal thermal tuner above the 1 µm thick cladding to sweep and control the

MZI phase. One advantage of thermo-optic tuning with AlGaAs is its inherent large

thermo-optic coefficient, which, for an MZI with a 60 µm path imbalance and a 10.28

nm free spectral range (FSR), allows for a full 2π phase sweep with 20 mW/π efficiency,

which is 10 (0.6) times more efficient than silicon nitride [32] (silicon [33]) designed for

similar QPIC applications.

These devices were designed using the transfer matrix method [34], where each com-

ponent of the MZI can be represented by a matrix: two equivalent matrices for the

3-dB couplers, and a standalone matrix representing the path imbalance. The coupler

scattering matrices can be represented by,

C =

 cos θ −j sin θ

−j sin θ cos θ

 (4.13)

where the power coupling and transmission coefficients of the DC (or MMI) are κ2 = sin2 θ

and τ 2 = cos2 θ. The path length difference between the two arms, ∆L, results in an

accumulation of phase in the longer arm ϕ =
2πneff∆L

λ
(here taken as the top arm) [34],

T =

exp(−jϕ) 0

0 1

 (4.14)

Thus, the full MZI can be expressed by the transfer matrix S = CTC where we have

assumed the input and output couplers are perfectly identical. We can use these matrix

formulations to determine the power coupling between the ports. Simplifying for lossless
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3-dB couplers, the transfer matrix simplifies to,

S = jejϕ/2

sin ϕ
2

cos ϕ
2

cos ϕ
2

− sin ϕ
2

 (4.15)

The transmission spectrum of MZIs with MMIs and DCs are shown in Figure 4.7b)

and Figure 4.7c), respectively, for two different input/output configurations. We observe

an ER above 10 dB across ≥ 100 nm bandwidth for through ports and ≥ 200 nm for

cross ports, comparable to silicon MZIs [31, 35]. With the wavelength-dependent ER

measurements, the true coupling coefficient κ of each coupler can be extracted [34], as

shown in Figure 4.7d). The DC (MMI) couplers exhibit an average coupling coefficient

of 0.501±0.03 (0.52±0.11) across a 100 (200) nm bandwidth centered at 1570 (1550) nm.

Since many MZIs are required for a complete QPIC, the loss across each device must be

minimized, and each coupler should exhibit as close to a 3-dB splitting ratio as possible

to achieve a maximum extinction ratio, defined here as the power ratio of neighboring

MZI fringes in the transmission spectrum.

4.4.3 CROW Filters

Another strategy to create chip-scale optical filters is the use of coupled resonator

optical waveguide (CROW) filters which couple two or more rings in series to create

a high extinction ratio, narrowband filter. Single rings act as filters—they allow only

resonant wavelengths to be transmitted through the drop port of the resonator. By

coupling multiple identical rings, the rings act together to provide additional filtering.

Figure 4.8a) shows a schematic of two rings coupled in series to form a CROW filter.

The response of this device can be solved using the transfer function method discussed

in Section 2.2.2. For a double-ring (or second-order) CROW filter, the transmission
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Figure 4.8: a) Schematic of a double-resonator CROW filter with the relevant coupling
and transmission coefficients labeled. b) Simulated transmission through the drop port
of the coupled resonators. The plot shows the expected trend for two rings and three
rings coupled in series. The rings here are designed using 400 nm thick Al0.2Ga0.8As
with waveguide widths of 690 nm and radii of 20 µm. The loss is assumed to be 0.4
dB/cm and κ21 = κ23 = 0.5 and κ22 = 0.1. c) Microscope image showing the fabricated
CROW filter device.

response is [36],

T =
|κ21κ2α1α2|2∣∣∣1−√

(1− κ21)(1− κ22)(α1e−j2θ1 + α2e−j2θ2) + (1− κ21)α1α2e−j2(θ1+θ2)

∣∣∣2 (4.16)

where the parameters are defined in Figure 4.8a) and we have assumed that κ3 = κ1, and

κi are the coupling coefficients, θi are the half round-trip phase delay of rings 1 and 2, and

αi are the half round-trip loss coefficients [37]. A full derivation of the transfer functions

for the second-order and third order CROW filters can be found in Reference [36].

Figure 4.8b) shows the modeled transmission through the drop port of a second- and
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third-order CROW filter on the AlGaAs platform. The drop port response has a flat

shape at the transmitted wavelengths and has > 40 dB extinction for the third-order

filter. The filter shape is useful in separating entangled photon pairs due to its free

spectral range that can be aligned to select pairs of photons generated from a quantum

light source. These filters have been employed for quantum photonic circuits in silicon

with impressive, 96 dB extinction when two second-order CROWs are cascaded [37].

Figure 4.8c) shows AlGaAs CROW filters designed and fabricated at UCSB. The heaters

on each ring can be used to tune the filter such that the maximum extinction ratio is

achieved.

4.4.4 Interleavers

In the MZI section above (Section 4.4.2), the behavior of MZIs was introduced for use

as an interference-based optical filter. The response which is sinusoidal in nature, is not

necessarily ideal for circuits and devices that may have some variation in the exact spacing

of signal and idler entangled photon pair frequencies. Instead, it is desirable to have a

filter with a flat transmission band such that small variations in the the wavelengths

still have maximal transmission through the filter. The previous section showed that

CROW filters can have this characteristic, but their performance is quite sensitive to the

inter-ring coupling, and thermal crosstalk makes it more difficult to align the rings. An

alternative route to achieve a flat, high-extinction filter is to use a ring-assisted Mach-

Zehnder interleaver [38]. A microscope image of the device is shown in Figure 4.9a).

Following the transfer function approach used for MZIs and ring resonators, the output

electric field of the top (port 1) and bottom (port 2) ports of the interleaver can be

expressed as,
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Eout,1

Eout,2

 =

 t2 k2
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T (ω)ejϕ1 0

0 ejϕ2
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 t1 k1

−k∗1 t∗1


Ein,1

Ein,2

 (4.17)

where T (ω) is the ring resonator transfer function, ϕi is the phase shift of the top (i = 1)

and bottom arm (i = 2), k = j
√
K is the coupling coefficient, and t =

√
1−K is the

transmission coefficient. The form of this equation is Eout = C2TC1E which is identical

to the MZI transfer function derived above (Section 4.4.2). The only change here is that

T now includes the path imbalance as well as the ring resonator transfer function. A full

discussion can be found in Reference [38].

Figure 4.9: a) Microscope image of a ring-assisted Mach-Zehnder interleaver device. b)
Simulated transmission through the interleaver as a function of the coupling coefficient
of the directional coupler on the input and output of the MZI. The device was designed
with a 62 µm radius ring, 195 µm path imbalance, and waveguide widths of 600 nm.
The waveguide to ring coupling was designed using a 140 µm coupling length with
275 nm gap. c) Experimental transmission scan showing 10 dB extinction for an
interleaver device designed to match the simulation parameters.

Figure 4.9b) shows the simulated transmission of an AlGaAsOI interleaver designed

with a 62 µm radius ring, 195 µm path imbalance and 90% coupling between the bus

waveguide in arm 1 and the ring resonator. This resonator coupling is critical in maintain-

ing a flat filter shape. The device optimally works when the input and output directional

couplers are perfectly 3-dB splitters (the same is true for MZIs). The different traces in

the plot of Figure 4.9b) show how the extinction ratio degrades for imperfect splitting
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ratios. This device was fabricated and tested, with the transmission scan shown in Fig-

ure 4.9c). The extinction ratio is only 10 dB (much less than the expected 60 dB from

the simulation). It is likely that the directional couplers are not perfectly 3-dB splitters,

resulting in a reduced extinction ratio for the real device. The transmission, however,

is quite flat, indicating that the bus-to-ring coupling is likely close to ideal. Since this

extinction ratio is worse than the individual MZIs, a future redesign is needed for these

devices to act as viable interleavers. At their current performance, they are both more

challenging to use (since the ring resonator has to be tuned along with the phase of the

arms) and lower performance than standard MZIs. There is, however, hope that these

components can serve as higher extinction, flatter filters for QPICs in the future.

4.4.5 Pulse Shaper

Encoding quantum information in narrow, evenly spaced frequency bins has emerged

as a novel scheme for quantum information processing (QIP) as it is compatible with

dense spectral multiplexing networks commonly used in telecommunications. One of the

key advances in the field was the development of a quantum frequency processor which is

a photonic device comprised of an alternating sequence of electro-optic phase modulators

(EOMs) and Fourier-transfrom pulse shapers [39]. An input quantum state of frequency-

bin encoded qubits (or qudits) enters the quantum frequency processor where the EOM

serves as a frequency mode mixer and the pulse shaper applies a specific phase pattern

to get either constructive or destructive interference in the different frequency bins. This

technology has been demonstrated to implement numerous quantum gate operations and

even simulations [39–42]. Although these demonstrations are exciting, one of the next

steps is to create a route toward a scalable, all on-chip quantum frequency processor

with integrated biphoton frequency comb sources, EOMs, and pulse shapers. Hopefully,
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the improved nonlinear efficiency of AlGaAsOI sources along with the ability to design

EOMs and pulse shapers on the platform will enable an integrated demonstration in the

next few years. The vision is illustrated in Figure 4.10 where an integrated quantum

frequency comb source (ring resonator) is used to generate frequency-bin qubits which

are filtered and have phases applied in the pulse shaper before being mixed using a fast

electro-optic modulator. The integration of all of these components would significantly

reduce the overall system loss and improve the efficiency.

Figure 4.10: Motivation for frequency-bin quantum information processing using elec-
tro-optic modulators and pulse shapers. A quantum frequency comb is generated
using a microring resonator and sent through an integrated pulse shaper to apply
phases to particular frequency modes. The output is mixed using a fast electro-optic
modulator.

As a first step, AlGaAsOI pulse shapers with 6 channels were fabricated and tested.

A microscope image of the fabricated pulse shaper is shown in Figure 4.11a). Six ring

resonators with 31 µm radii are aligned using thermo-optic heaters to the desired fre-

quencies of the pulse shaper. The drop port of each ring has a snaking waveguide with

a long phase shifter such that up to 2π phase can be applied to the dropped frequency

channel. A second ring is used to add the phase shifted signal back to the upload channel.

The coupling of rings was designed to be overcoupled such that the resonance linewidth

was near 2 GHz. This selection was made to allow for near unity filtering of a quantum

frequency comb with 100s of MHz linewidth. Thermal tuners are placed on each ring and

the phase shifter to allow for full tuning of the device. The tuning response of each of
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the top 6 rings is shown in Figure 4.11b). Since the rings had a ∼ 3.2 µm FSR, the full

tuning range of the heater enables more than 1 FSR tuning for each ring. This implies

full flexibility in the operating frequencies of the pulse shaper.

Figure 4.11: a) Microscope image of a 6 channel AlGaAsOI pulse shaper. Each ring
had a 31 µm radius, 690 nm waveguide width, 350 nm coupling gap, and a coupling
angle of 80 degrees. b) Tuning map of the top six rings showing >1 FSR tuning
capability (∼ 3.2 µm FSR). c) Thermal crosstalk measurement for the leftmost ring
(ring 1) where the resonance location of ring 1 is monitored while the phase shifter in
its drop arm is swept.

Since the heating elements are in close proximity, the effect of tuning one phase shifter

(or ring) can impact the temperature of a nearby component. To characterize this behav-

ior, traces are made where the adjacent heating elements are tuned and the impact of the

resonance shift is recorded. Figure 4.11c) illustrates one of these chacterizations where

the phase shifter of path 1 is swept while the resonance location of ring 1 is monitored.

The impact of this local heating is significant, so the alignment procedure of all channels

and phase shifters becomes more complicated. Now, for each heater setting, all adjacent

heaters must be adjusted to maintain alignment. An optimization protocol was devel-

148



AlGaAsOI Integrated Quantum Photonics Toolbox Chapter 4

oped using the pymoo multi-objective optimizer in python. Initially, four channels were

aligned to show the optimization protocol. The laser frequency was set to each desired

channel frequency, and the power in the through port was minimized (aligning the top

ring resonator). Once the top ring was aligned, the bottom ring was aligned by maxi-

mizing the power through the upload output. As additional heaters were adjusted, the

initial parameters had to be adjusted to account for thermal crosstalk. The alignment

protocol (starting with coarse manual alignment) is completed in roughly 20 minutes,

and shows significant improvement to just manual alignment. Figure 4.12a) shows an

attempt at manual alignment while the phase shifter on channel 1 is tuned. Since ring

1 is heated via thermal crosstalk, the upload port transmission becomes misaligned, and

no power exits the system. In Figure 4.12b), the result of the 20 minute optimizer is

shown. The four channels remain aligned even while tuning the phase shifter on the first

channel. This improvement is significant and shows the necessity of an optimizer to align

the four channels. There are other approaches currently being explored such as injecting

a broadband optical source and using an optical spectrum analyzer to align the channels.

One major limitation of the initial pulse shaper design is the high insertion loss of

the system. As shown in the optimized transmission scan in Figure 4.12b), even with

aligned channel, the uploaded signal is > 20 dB lower than the input signal. This loss

can be partially attributed to a lower fabrication quality that resulted in quality factors

< 100, 000. The rings designed for this spectral pulse shaping can be redesigned to have

wider waveguide widths (current widths were 700 nm) which has been shown to improve

the quality factor significantly.

Even though the loss was quite large, a proof-of-principle quantum experiment was

completed. The ring resonator characterized in Chapter 3 was pumped to generate

entangled photon pairs. The output light was coupled into the pulse shaper, and two of

the channels were tuned to filter out one pair of entangled photons. The schematic of
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Figure 4.12: a) Manual alignment while tuning the channel 1 phase shifter. The black
trace shows the transmission through the upload port and the blue trace shows the
through port response. Since ring 1 is shifted due to thermal crosstalk, the upload
port becomes misaligned while trying to do manual alignment. b) Optimizer result
while tuning the phase shifter. The channels remain aligned as the phase shifter is
tuned.

this experiment is shown in Figure 4.13a). The output single photon flux was 0.5 MHz

for the idler channel and 1 MHz for the signal channel. After being filtered through the

pulse shaper, the recorded flux was 1 kHz for the idler channel and 25 kHz for the signal

channel. The facet coupling loss and large (> 20 dB) insertion loss of the pulse shaper

justifies this significant reduction in recorded single photon counts. The flux is recorded

for 1000 seconds to show the stability of the pulse shaper alignment. As shown in Figure

4.13b), the single photon counts remain consistent through the entire integration time.

The coincidence peak demonstrates that the signal and idler photon time correlations

are not disrupted after the pulse shaper (shown in Figure 4.13c).

The loss of the initial pulse shaper was too significant to do any novel frequency-bin

quantum information processing experiments, so additional redesign and fabrication is

needed. Regardless of the loss, a robust optimization protocol was developed to maintain

alignment while thermally tuning other components in the pulse shaper system, and a

proof-of-principle quantum experiment demonstrated the preservation of photon pair
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Figure 4.13: a) Experimental design using the pulse shaper to demultiplex signal and
idler photon pairs from a ring resonator entangled photon pair source. A CW laser
pumps the ring resonance near 1557 nm to generate a signal and idler photon at the
adjacent resonances with 1 MHz and 0.5 MHz off-chip photon flux. This light is then
coupled into the pulse shaper chip, and the channels are tuned to demultiplex the
signal and idler photons. b) Signal photon counts (orange) and idler photon counts
(blue) for 1000 seconds, showing robust alignment of the pulse shaper. The idler
photon counts experience significant loss and thus are only on the 1 kHz level. c)
Coincidence peak over the 1000 second integration showing the time-correlations of
the photon pairs is preserved through the pulse shaper.

correlations through the spectral pulse shaper.
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Table 4.1: Table comparing the AlGaAsOI platform with SOI and Si3N4.
AlGaAsOI SOI Si3N4

Inverse Taper 2.9 dB < 3 dB [6] 2− 3 dB [43]
Coupling Loss

Waveguide Crossing 0.23 dB 0.2 dB [16] 0.3 dB [17]
Loss

MZI Extinction > 30 dB > 30 dB [44] > 40 dB [45]
Ratio

MZI Bandwidth 200 nm Cross > 40 nm [35] 180 nm [45]
(> 10 dB ER) 90 nm Through
MZI Heater 20 mW/π 12 mW/π [33] 200 mW/π [32]
Efficiency (10.2 nm FSR) (5.8 nm FSR) (NA)

4.5 Conclusion and Outlook

In this Chapter, we demonstrate many of the fundamental components necessary to

develop fully integrated quantum photonic circuits on AlGaAsOI. With high-quality en-

tangled photon pair sources [46] and the efficient edge couplers, 3 dB splitters, waveguide

crossings, and optical filters demonstrated, a plethora of application-oriented integrated

quantum circuits become available. Demonstrations of chip-to-chip quantum teleporta-

tion [47], multi-photon quantum information processing [29], and other large-scale quan-

tum photonic circuits have already been realized on the SOI platform [48, 49]. The

benefits of the AlGaAsOI platform should enable more efficient demonstrations of these

circuits at significantly lower optical pump power, reducing the required time to collect

useful data and allowing for larger-scale circuits to be created. A summary of a few of

the components discussed in this report is shown in Table 4.1 along with the perfor-

mances of comparable components made on the SOI and Si3N4 platforms, which are also

commonly used for quantum photonic circuits. It is important to note that the selected

device performances were for Si and Si3N4 components that follow similar designs to the

AlGaAsOI components that are relevant and routinely used for QPICs. For example,

edge couplers with 0.35 dB of loss have been fabricated using silicon with silicon nitride,
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but these were achieved with multiple layers [50]. Here we compare similar component

designs across the three platforms—using only a single photonic layer and standard pho-

tolithography to fabricate the devices. Overall, the AlGaAsOI components have similar

or better performance to their SOI and Si3N4 counterparts, indicating that AlGaAsOI-

based photonic circuits will exhibit little-to-no degradation in performance compared to

the current state-of-the-art platforms. Although the components detailed in this work

were fabricated using a 22 mm by 24 mm bonded AlGaAs chip, wafer-scale bonding with

compound-semiconductor-on-insulator is possible [51, 52], enabling larger circuits to be

created in the near future. In addition to the components developed here for the 400 nm

thick AlGaAsOI platform, the same methods can be used to create components for other

material platforms discussed in this manuscript.
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Chapter 5

Quantum Key Distribution

5.1 Introduction

Throughout history, there has been a need to convey secret messages in a form that

prevents undesired users from reading the message. One of the most basic examples of

this encryption is the substitution cypher where the standard alphabet is replaced by

another character (for example replacing ”A” with ”D” and ”B” with ”E”). Perhaps

the earliest known case of this simple cipher was the implementation by Julius Caesar

who communicated secret messages by scrambling the letters via a 4 letter shift [1]. This

system is straightforward for a third party to figure out, and state-of-the-art encryption

systems rely on several unique methods to establish secure communications between

users.. Regardless of the system utilized, the goal of cryptography is simple: establish a

means to encode/decode information (known as a cipher), encode a message using the

cipher (encryption), transfer the encrypted information (also known as cipher text) to

the desired end-user, and decode the message using the cipher (decryption). Variations

in strategies for cryptography can modify which users control particular steps of the

procedure. For example, in a symmetric key cryptography protocol, the two users (Alice
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and Bob) share a secret key that no one else in the system has. Alice encrypts a message

with the secret key, and Bob can use the secret to decrypt the message. An alternate

route, known as public key or asymmetric key cryptography, involves the use of a public

and private key. Alice shares a public key (which can be known by everyone in the

system) which Bob uses to encrypt a message. Alice then decrypts the message from

Bob using a private key (that is paired with the public key, but only Alice possesses).

In both cases, a key is used at both Alice and Bob’s location to encrypt or decrypt the

message. The key is not sent directly between the two users (since and eavesdropper

could intercept and use the key). Thus, only already-encrypted messages travel across a

communication channel, and Alice and Bob can communicate in secret as long as they

keep their key secure from third-parties.

The creation of a cipher (or protocol for encoding/decoding information) is one of

the most important aspects of cryptography, and one of the most widely used systems is

RSA encryption—a form of asymmetric key encryption.

RSA Protocol [2]:

1. Alice chooses two large prime numbers p and q and keeps them secret.

2. Alice computers n = pq. n is released as part of the public key, and n is used as

the modulus for both public and private keys.

3. Compute λ(n) where λ is Carmichael’s totient function [3]. λ(n) = lcm(p−1, q−1)

where lcm is the lowest common multiple. λ(n) is also kept secret.

4. Chose an integer e such that 2 < e < λ(n) and e and λ(n) are coprime. e is

released as part of the public key.

5. Alice calculates d = e−1 (mod (λ(n))). d is kept secret as the private key exponent.
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From this procedure, a public key that consists of n and e is distributed. Alice maintains

the private key elements d, p, q, and λ(n). Now Bob can communicate a secure message

M to Alice using the public key.

Encryption: Bob computes the ciphertext c of his message using the public key

c = me (mod n). Bob then transmits the ciphertext to Alice.

Decryption: Alice can recover the message by using the private key. cd = (me)d = m

(mod n).

RSA derives its security from the difficulty of factoring large integers using a classical

computer. The protocol is efficient in one direction: multiplying two large prime numbers

p and q is efficient, and easy to do using standard computers, making encryption easy.

However, starting from n and determining two large prime factors is incredibly difficult

to do. The best approach is a guess and check strategy. For 2048-bit RSA encryption, it

is estimated that it will take 300 trillion years to determine the value of p and q using a

standard classical computer [4]. Since Alice keeps the values of p and q secret, the prime

factorization is the only way for an eavesdropper to determine the private key to decrypt

the message. The use of RSA encryption is widespread, and the advancement of quan-

tum technology begins to threaten the security of this encryption technique due to the

development of quantum algorithms, specifically Shor’s factoring algorithm [5]. Shor’s

algorithm can be used to find prime factors in polynomial time which, provided a large

enough quantum computer could be created, would allow for the RSA encryption proto-

col to be broken [6]. Figure 5.1 illustrates the current state-of-the-art quantum computer

size. Two forms of quantum systems are included— universal quantum computers im-

plemented with superconducting circuits and quantum annealers. It is important to note

that quantum annealing is not a universal quantum computer, and cannot implement

Shor’s factorization algorithm. Instead, researchers have approached the facorization as

an optimization problem (which can be solved using quantum annealers like D-Wave’s
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Quantum Computer) [7]. With 89 qubits, quantum annealers have been able to crack a

20-bit number [8] which is still a long way from 2048-bits, but with a Moore’s law-like

trend of doubling every two years, RSA 2048 can be broken with quantum annealers

in less than a decade. Quantum annealers continue to scale with up to 5000 qubits [9],

expanding the range of numbers accessible using similar optimization algorithms. On the

other hand, IBM currently leads the field with an 1121-qubit universal quantum com-

puter released in late 2023 [10]. Other companies like Google are continuing to push the

number of superconducting qubits at a rapid pace, and in conjunction with improvements

to Shor’s algorithm [11] (shown in red on Figure 5.1), the likelihood of breaking RSA

2048 encryption in the next few decades seems real. It is important to note that although

this algorithm has been developed for over 26 years, scaling the algorithm past the few

(tens of) qubit level has proven challenging due to the high error rates and noise, and

thus there is no immediate threat to RSA encryption [12, 13]. It is currently unclear if

physical limitations will prevent Shor’s algorithm to fully disrupt classical cryptography,

but as quantum computers begin to scale, much of the inherent security of these pro-

tocols will be vulnerable. Thus, many research institutions and companies have begun

investing in quantum cryptography methods to overcome this potential risk [14]. It is

also important to note that the current classical cryptosystems are fragile even now, since

eavesdroppers can intercept information and store this encrypted message while waiting

for a sufficiently large quantum computer to become available [15]. Thus, there exists an

immediate need to update cryptosystems to prevent significant security leaks now and

in the future.

Generally, there are two approaches to quantum-safe systems. First, the current,

conventional systems are used, but alternative key encryption schemes like hash-based

are used. Hash-based encryption derives its security from the unidirectionality of hash

functions [16]. These hash functions, unlike RSA prime factorization, are secure against
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Figure 5.1: Progress on quantum computing and Shor’s factorization algorithm.
Quantum annealers are not universal, and cannot implement Shor’s algorithm, how-
ever they can implement efficient optimization algorithms to factor large numbers,
making them a contender to break RSA 2048 encryption. Results for quantum an-
nealers are from D-Wave’s system which boasts up to 5000 qubits [9]. Universal quan-
tum computers based on superconducting circuits are also advancing rapidly with up
to 1121 qubits demonstrated on IBM’s latest quantum computer [10]. Advances in
Shor’s algorithm have improved the resource requirements, now requiring only 20 mil-
lion qubits for RSA 2048 [11].

all currently known quantum attacks due to their complex mathematical structure which

has been strategically designed to only work in one direction [17]. The other method is to

utilize a similarly ”quantum” system to establish security. This method, also known as

quantum key distribution (QKD), relies on the inherent security of quantum mechanics

based on the projection/collapse of quantum states following a measurement and the

quantum no-cloning theorem, which states that it is impossible to perfectly clone an

unknown quantum state [18].
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Quantum no-cloning: Suppose we have an unknown state, |ψ⟩ that we intend to

copy to a initially pure target state, |s⟩, resulting in an initial state two-qubit state

indicated by

|ψ⟩ ⊗ |s⟩ . (5.1)

Assuming we can apply a unitary operator U that copies the target state to the unknown

state:

U(|ψ⟩ ⊗ |s⟩) = |ψ⟩ ⊗ |ψ⟩ , (5.2)

we can use this method to copy two pure states |ψ⟩ and |ϕ⟩. Then

U(|ψ⟩ ⊗ |s⟩) = |ψ⟩ ⊗ |ψ⟩

U(|ϕ⟩ ⊗ |s⟩) = |ϕ⟩ ⊗ |ϕ⟩ .
(5.3)

Taking the inner product of these gives

⟨ψ|ϕ⟩ = (⟨ψ|ϕ⟩)2 (5.4)

which only has solutions when the two states are equal or orthogonal [18]. This very

simple proof shows that the creation of a universal cloning unitary is impossible and can

only be used to clone orthogonal states, which is not known to be useful for quantum

communications. This theorem, in conjugation with the collapse of the quantum state

from measurement, is foundational for many quantum communication systems. Simply

put, the transmission of a quantum state is secure because an eavesdropper cannot per-

fectly clone the state, and if the eavesdropper attempts to measure one of the properties,

the quantum states collapse. The desired users of the quantum information can observe

the eavesdropper’s presence by simply checking a subset of the transmitted information
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to check for errors in the transmission of the quantum states (see Table 5.1).

When establishing a secure key using quantum information, there exists several prop-

erties necessary for the security of the key established by Claude Shannon in 1949 [19, 20].

1. The key has to be truly random, meaning the individual bits are uncorrelated.

2. The key has to be at least as long as the message.

3. The key can never be reused in whole or partly.

4. The key must be completely secret.

Provided a QKD protocol can establish a key with all of these properties, the key can be

used to securely encrypt a message. As discussed above, quantum information provides

inherent secrecy (meeting the fourth requirement), allowing for the ability to detect if

some of the information was intercepted by a third party. Through the use of probabilistic

components (like beamsplitters) for measurements, the first metric can also be easily met.

The second and third metrics simply require the user to send enough information such

that the key is established in whole with no redundancy and of sufficient length. Thus,

we continue the discussion by focusing on a few different QKD protocols and the security

of these approaches.

As discussed in the background section 2.1.1, orthogonal degrees of freedom of a

photonic state can be utilized as a basis for the transmission of information. The most

straightforward example of this encoding is using the polarization state of a photon

such that a horizontal polarization corresponds to a 0-bit and a vertical polarization

corresponds to a 1-bit. Similar basis definitions can be made for the other degrees of

freedom of a photon, but the example of polarization will be used as it is the most

intuitive and commonly used in real-world demonstrations and commercialized systems.

With this basis definition, it is possible to encrypt a message using a string of polarized
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photon states to establish a secure key between two users. The encrypted message will be

sent over classical communication channels, with the two users encrypting/decrypting the

message using the key established from the sent/received photon polarizations. In this

case, we can envision a user, Alice, sending this string of photons to a second user, Bob.

Alice can prepare a particular sequence of photon polarizations and send the secure key to

Bob who can use a birefringent polarization beam splitter to separate each photon to one

of two detectors (see Figure 5.2). This process does not have an inherent security since an

eavesdropper, Eve, could simply tap into the fiber optic or free-space optical channel and

measure the polarization state received from Alice and transmit the same polarization to

Bob. Eve would be undetected, and could ascertain all of the information Alice intended

to send to Bob. In 1984, Bennett and Brassard proposed a protocol (BB84) using a

prepare-and-measure scheme that would allow for the secure transmission of information

with only a few modifications to this simple initial system [21]. Alice now sends photons

in one of four initial states that she randomly selects (shown in Alice’s box of Figure

5.2): horizontal polarization (↔), vertical polarization (↕), or ±45◦ ( ↕or ↕ ). Now, the

horizontal polarization and +45◦ represent 0-bits, and the vertical polarization and −45◦

represent 1-bits. Bob now randomly selects to measure the polarization of the photon

in either the rectilinear (+ shown in green in Figure 5.2) or circular (× shown in grey

in Figure 5.2) basis. When Bob measures in the same basis that Alice prepared her

state in, they receive the same result. For example, Alice sends a horizontal photon and

Bob measures in the rectilinear basis (photon 1 in the table of Figure 5.2). Since Bob

randomly measures in the compatible basis, he detects the horizontal polarization. If

instead Bob were to measure in the circular basis (photon 2 in the table of Figure 5.2),

Bob would randomly detect this photon in either the diagonal or antidiagonal bin (with

50% probability resulting in a 50% error rate). This behavior follows for the remaining

combinations of Alice’s state preparations and Bob’s measurements. The next step of
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the procedure is for Alice and Bob to classically communicate which basis was used for

each of the photons they detected. When both Alice and Bob use the same basis, the

measurement is kept in their key, and when they use opposite bases, the measurement

is thrown out. This process, known as sifting, is used to establish the final sifted key

between Alice and Bob. Figure 5.2 demonstrates this protocol for a few different photon

preparation and measurement configurations. In this case, Alice sends Bob 10 photons,

of which half of them are measured in the same basis, so the sifted key is 5 photons in

length. This protocol can be completed as long as necessary to establish a key that is

the length of the intended message.

Figure 5.2: BB84 Quantum Key Distribution Protocol

In order to guarantee the security of the protocol, Alice and Bob will compare a subset
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of the results of their measurements to be sure that a third party did not interfere with

the protocol. Let’s say that an eavesdropper, Eve, intercepts the quantum information

and decides to randomly measure the photon polarization in the rectilinear or circular

basis (using the same methods as Bob) and then resend the result of her measurement

to Bob as a new photon with the encoded polarization. This is illustrated in Table 5.1.

When Eve measures in the same basis as the state prepared by Alice, she will receive the

correct bit value. If Bob also chooses to measure in this basis, all three users will have

the same bit value, and Eve’s presence is undetected. As an example (see the 9th photon

in Table 5.1), let’s say Alice prepares a vertically polarized photon (↕) and Eve measures

in the rectilinear basis, getting the result of vertical polarization. If Bob also measures

in the rectilinear basis, he will measure vertical as well, and there is no apparent error.

However, if Eve randomly chooses incorrectly and measures in the circular basis (like for

the 6th photon in Table 5.1), she will randomly get +45◦ or −45◦ and send the result

to Bob. When Bob measures in the rectilinear basis, he will now randomly get either

horizontal or vertical polarization (instead of the horizontal polarization that Alice sent).

To detect Eve’s presence, Alice and Bob must simply share the results of a subset of

the total measurements (sufficiently large that probabilities can approach their average

values). When Eve is present in the system, a 25% error rate will be observed, and

Alice and Bob will know that the communication channel has been compromised. Table

5.1 uses the same measurement settings for Alice and Bob with added rows showing

the effect Eve has on the protocol. Now, when Alice and Bob use the same basis, but

Eve uses an alternative basis, Bob has a 50% probability of getting the correct result

(compared to the 100% in the eavesdropper-free case). Bob’s sifted key will have > 25%

error, indicating the presence of an eavesdropper.

The BB84 protocol does not actually require the single photons to share any entangle-

ment with each other, and can be completed using both single photon emitters and even
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Photon 1 2 3 4 5 6 7 8 9 10
Alice’s State ↔ ↔ ↕ ↕ ↔ ↕ ↕ ↕ ↕ ↕
Alice’s Bit 0 0 1 0 0 1 1 1 1 0

Eve’s Basis × + + + + × + × + ×
Eve’s Result ↕ ↔ ↕ ↔ ↔ ↕ ↕ ↕ ↕ ↕
Bob’s Basis + × + × × + × + + +
Bob’s Bit 0|1 0|1 1 0|1 0|1 0|1 0|1 0|1 1 0|1
Same Basis Yes No No Yes No Yes Yes No Yes No

Bob’s Sifted Key 0|1 0|1 0|1 0|1 1

Table 5.1: Eavesdropper: BB84 quantum key distribution protocol with eavesdropping.

using weakly attenuated laser pulses (with additional requirements necessary to ensure

security through, e.g. intensity modulated decoy states) [22, 23]. With over 40 years

of research, many implementations of the BB84 protocol have been demonstrated using

real systems [24]. Along with the advancement of this protocol, and the corresponding

security proofs [25], many other QKD protocols have been developed that can either

provide additional security, ease of use, or enhanced key rates. Of interest to this work

are the systems that implement entanglement-based QKD. Not only can the distribution

of entangled states be used to established secure keys, but this entanglement distribution

can also provide routes toward quantum interconnects and a system of quantum networks

via quantum teleportation and entanglement swapping [26]. A brief discussion of this

quantum networking approach is included in Section 3.1.3. The BB84 protocol described

above is an end-to-end system where one user, Alice, communicates the key directly to

the second user, Bob. This limits the ability to expand the network since adding users

would require additional unique connections made between the users. Entanglement-

based systems can have a center-out approach where the source of the key is distinct

from Alice/Bob’s system. This means that pairs of users can tap into the entangled

resource from the central source and establish secure keys between themselves to create

a larger network of users. The security of these entanglement-based systems is also im-
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proved due to the quantum no-cloning thereom and the correlations inherent to entangled

particles. In 1992, shortly after the proposal of the BB84 protocol, Bennett, Brassard,

and Mermin proposed the first entanglement-based system for QKD (BBM92) [27]. In

the BBM92 protocol, a central source produces entangled photon pairs, sending one pho-

ton from each pair to Alice and the other to Bob. Let’s say, as an example, the source

produces entangled photon pairs in the |ψ−⟩ Bell state (any of the Bell states would

suffice). Thus, the output of the source are of the form |HV ⟩− |V H⟩ which is equivalent

to |DA⟩− |AD⟩. This example is shown in Table 5.2. Alice and Bob now each randomly

measure in the rectilinear or circular basis. They compare the measurement bases us-

ing a classical channel and sift their key to only include the instances when they both

measured in the same basis. Here, the entanglement between Alice’s photon and Bob’s

photon yields correlated results when measured in the same basis (When Alice measures

a horizontal polarization, Bob measures a vertical polarization) [28]. Thus, in a similar

way to the BB84 protocol (only now there is a central source of entangled photons),

the BBM92 protocol can establish a secure key for encryption. Following the table in

5.2, Alice and Bob both randomly select bases. For the case of a source producing |ψ−⟩

photon pairs, their results are inversely related, so an additional step is added where Bob

inverts all of his bit values to match the result of Alice. Again, sifting is completed by

communicating through a classical channel the basis used for each photon measurement.

Another important advantage of the BBM92 protocol is that the entanglement es-

tablished in the photon pairs removes the requirement for a modulator at the source.

In BB84, a modulator is required to randomly pick the basis that Alice uses (sending

in either the rectilinear or circular basis). However, through the inherent entanglement

of the photon pairs such that |HV ⟩ − |V H⟩ = |DA⟩ − |AD⟩, this basis selection is not

necessary since it is built into the source.

Many of the initial and current QKD protocols utilize polarization states of photons
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Input state: |HV ⟩ − |V H⟩ = |DA⟩ − |AD⟩
Photon 1 2 3 4 5 6 7 8 9 10

Alice’s Basis + + × × × × + + + ×
Alice’s Result ↔ ↕ ↕ ↕ ↕ ↕ ↔ ↕ ↕ ↕
Alice’s Bit 0 1 1 0 0 1 0 1 1 1
Bob’s Basis + × + × × + × + + +
Bob’s Result ↕ ↕ ↕ ↕ ↕ ↔ ↕ ↔ ↔ ↕
Bob’s Bit 1 0 1 1 1 0 1 0 0 1

Bob’s Inversion 0 1 0 0 0 1 0 1 1 0
Same Basis Yes No No Yes Yes No No Yes Yes No
Sifted Key 0 1 0 1 1

Table 5.2: BBM92 entanglement-based quantum key distribution protocol.

to encode the qubits, as they can readily be prepared, are easily manipulated, and can

be measured using standard components like polarization beamsplitters and single pho-

ton detectors. Entangled photons and single-photon states can also be prepared in one

or multiple other degrees of freedom of a photon [29]. Some of the most common im-

plementations, in addition to polarization, include time-bin encoding and frequency-bin

encoding. For nonlinear entangled photon pairs sources, the generation process of the

entangled photon pairs is spontaneous and simultaneous. The latter attribute means

that—provided the photons travel the same distance—the photon pairs will arrive to the

detectors at the same time (or a careful calibration can determine the relative time delay

between the independent paths of each photon from the pair). This time-bin correlation

can be exploited through several methods. Alice and Bob will now define their 0-bit and

1-bit based on an early and late time bin established by sending the photons through

a short and a long path to detectors, where the paths/time-bins are defined at Alice

and Bob. Time-bin protocols, especially when photons are traversing optical fibers, are

often more robust to environmental noise compared to polarization states [30] and are

generally compatible with already established optical fiber (whereas polarization-based

systems would need polarization maintaining fiber or polarization compensation). As
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a brief aside, it is important to note that resonator-based entangled photon pairs have

longer two-photon correlation times due to an extended lifetime in the cavity which re-

sults in a broader time-bin correlation compared to waveguide or bulk crystal sources

(see Section 3.1.1 for a discussion of the coherence time). Another benefit of this time-

bin encoding is the ability to expand into higher dimensions (provided the detectors and

coincidence electronics are sufficiently fast). This high-dimensional encoding, sometimes

called large alphabet encoding, allows for each detected photon to carry multiple bits of

information by segmenting into many small (∼ 200ps) bins. These protocols boast some

of the fastest secure key rate transmissions with up to 2.7 Mbps shown at 20 km [31].

In the past decade, there have been very promising results from research groups

across the world with system-level demonstrations of up to 830 km of deployed optical

fiber [32] and satellite-based QKD exceeding 1,200 km [33, 34]. Other groups are work-

ing on creating quantum interconnects and networks that can interface other quantum

platforms like superconducting qubits, trapped ions, and neutral atoms [35]. Much of

the pioneering work is done using bulk and/or commercial laser sources, detectors, mod-

ulators, and nonlinear crystals (for entanglement-based systems) [17, 36]. As source and

detector technologies continue to advance, however, there has been a push for low-SWaP

approaches relying on chip-scale implementations that take advantage of existing semi-

conductor and photonic manufacturing techniques (see Reference [37] for a summary of

recent advancements in chip-based QKD technologies).

5.2 QKD Using AlGaAsOI microcombs

Several chip-scale platforms have been developed to generate and distribute entangle-

ment, many of which operate near the telecommunications C-band which has a minimum

loss for optical fiber [38]. Among these, one of the most promising is aluminum gallium
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Figure 5.3: AlGaAsOI quantum optical microcomb enabling multi-user entanglement
distribution. A microring resonator generates pairs of entangled photons across many
spectral modes that can be distributed to various users over long distances using
low-loss telecommunication optical fibers. The frequency comb spectrum shown is
from the device characterized in this work and shows the ability to create a user
network with more than 20 nodes with ultrabright entanglement generation requiring
< 100 µW on-chip power. In this illustration, Alice and Bob each receive a photon
from one set of modes, and Charlie and David each receive a photon from a different
set.

arsenide-on-insulator (AlGaAsOI), which, as discussed in the preceding chapters, has

been used to demonstrate ultra-bright, high-quality entangled-photon pairs from a spon-

taneous four wave mixing (SFWM) process in a microring resonator [39]. In conjugation

with a low-loss photonic testbed consisting of double-pass dense wavelength division mul-

tiplexers (DWDMs from Fiberdyne Labs), this source can be used as an efficient source of

a quantum key. The AlGaAsOI resonator generates a broad spectrum spanning > 300 nm

(> 40 THz) of entangled-photon pairs with larger free-spectral range for simple DWDM,

which can be used to either spectrally multiplex for higher secure key distribution rates or

used to send different pairs to numerous users, creating a multi-user connected quantum

information network as demonstrated in Figure 5.3 [40].

The goal of this work was to expand on the efficient source of entangled photon pairs

172



Quantum Key Distribution Chapter 5

established using a high Q AlGaAs resonator to show its utility in a quantum applica-

tion [39]. One of the major improvements made to the system compared with the initial

demonstration as detailed in Chapter 3 is the reduction of system loss to less than 10

dB per channel (including off-chip coupling, pump rejection, and signal/idler demulti-

plexing). Table 5.3 characterizes the individual component losses for a basic experiment

where the generated entangled photon pairs are sent through two pairs of DWDMs to

demultiplex the signal and idler photons before being sent directly to the detectors. The

characterization of the system losses follows a very straightforward approach where the

laser is tuned to the signal (idler) resonance wavelength and sent through the DWDMs,

recording the initial input power and the power that exits the DWDMs. To get more

than sufficient pump extinction, two sets of identical DWDMs are used. To measure the

coupling loss, the laser is sent through the chip with a slight detuning from the reso-

nance wavelength (to avoid any loss from power coupling into the resonator). The loss

is assumed to be roughly symmetric (input coupling and output coupling loss identical),

so the total fiber-to-chip-to-fiber loss is simply divided by a factor of two. The detector

loss is based on the vendor specifications boasting a > 85% efficiency.

Idler Channel Signal Channel
Off-chip Coupling (dB) 3.5 3.5

DWDM Loss (dB) 3.4 4.0
Detector Loss (dB) <0.7 <0.7
Total Loss (dB) 7.6 8.2

Table 5.3: System losses for the measurement of entangled photon pairs generated
from a high-Q AlGaAsOI microring resonator.

An example transmission scan of one of the demultiplexing DWDMs is shown in Fig-

ure 5.4. The filter has exceptional performance through the transmission port, showing

> 50 dB extinction outside of the 100 GHz bandwidth. It is important to note that for

this scan, the power reaches the instrument limit, and other characterization indicates
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that the true extinction ratio is close to 100 dB. The insertion loss of the transmission

channel is also quite small < 2 dB. The reflection channel has < 0.6 dB insertion loss and

almost 30 dB of extinction. The use of such a low-loss, high extinction ratio is critical for

the implementation of efficient QKD protocols since system loss reduce the overall single

photon flux along with introducing additional errors. Thus, the DWDM filters shown

here are a great improvement to the system, enabling a high flux, low error rate system

for QKD. Combined with efficient chip-to-fiber coupling and high quality single photon

detectors, the generated entangled photon pair flux from the ring resonator source can

be collected with high rates, exceeding 1 million counts per second.

Figure 5.4: Filter characterization illustrating the insertion loss, extinction ratio, and
filter bandwidth of one set of fixed-wavelength DWDMs. The transmission mea-
surement is limited by the power meter sensitivity, with additional characterization
showing > 100 dB extinction.
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5.2.1 Three-Detector Time-Bin Protocol

As described in Chapter 3, AlGaAsOI ring resonators have been used to efficiently

generate entangled photon pairs. The goal of this next project was to utilize these ultra-

bright sources for a real application, namely QKD. Since the source can produce high rates

of entangled photons (with low pump power) using a continuous-wave pump, time-bin

QKD protocols were explored. Importantly, through the use of a continuous-wave laser

pump and time bins defined at Alice and Bob, there is no need for timing synchronization.

Time-bin protocols are robust to environmental interactions and compatible with already

deployed fiber near the UCSB campus, motivating this approach. We follow a three-

detector QKD protocol recently developed using bulk nonlinear crystals to obtain a

miniaturized, more efficient quantum light source that is compatible with this protocol

[41]. The protocol also enhances the secure key rate by a factor of 2 by requiring one

fewer detector than similar implementations [42], which enabled 7 kbps sifted key rates

using a bulk SPDC source [41]. Here, we expand on this demonstration through the use

of a SFWM chip-scale source that reduces the input optical power while maintaining

high key rates.

The protocol is illustrated in Figure 5.5. A tunable continuous wave (cw) laser source

enters tunable etalon-based bandpass filters to remove amplified spontaneous emission

(ASE) at the signal and idler frequencies used for the protocol. The pump light is coupled

into/out of an AlGaAsOI ring resonator designed for a 1 THz free-spectral range using

lensed optical fibers. SFWM generates entangled-photon pairs in sets of spectral modes

adjacent to the pump. In Figure 5.5, the inset shows the energy conservation of the

SFWM process, where λp, λi, and λs correspond to the pump, idler, and signal photons

[43]. Once the photon pair is generated, the signal and idler photons are demultiplexed

using double-pass 100 GHz DWDMs (as shown in Figure 5.4 and Table 5.3) to provide
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Figure 5.5: Experimental design for a three-detector time-bin QKD protocol. A
tunable continuous wave (CW) laser source pumps the resonator source after passing
through amplified spontaneous emission (ASE) filters. The pump light, along with the
entangled photon pairs generated via spontaneous four wave mixing (SFWM) couple
from the chip to lensed optical fibers and enter dense wavelength division demultiplexer
(DWDM) filters. The signal photon travels to Bob’s measurement setup, and the idler
photon travels to Alice. Alice and Bob establish visibility measurements in the X basis
via locked Franson interferometry. Alice has a tunable phase shifter and sweeps the
relative phase between the short and long path to show two-photon interference of the
1√
2
(|SS⟩+ exp(iϕ) |LL⟩) state. In the Z basis, Alice uses a single superconducting

nanowire single photon detector (SNSPD) and collects the single photon arrival times
as well as an electronically delayed channel (black lines). Bob splits his signal photons
into two paths using a fiber-based 3-dB splitter. Each path has an SNSPD, and Bob
records detection events in either the ”0” time bin (short path) or ”1” time bin (long
path). The table shows how a sifted key is established.

sufficient extinction of the pump light and to separate the signal and idler photons into

respective fiber channels. The signal photons are sent to Bob while the idler photons are
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sent to Alice. Both Alice and Bob utilize a beamsplitter to send their stream of photons

to either the X or the Z basis; the Z basis is used to generate the key and measures the

photon arrival time in one of two time bins separated by a user-defined, fixed delay τ .

The X basis monitors the signal-idler two-photon interference visibility to determine the

security of the key, where a visibility > 50% surpasses the classical limit and > 70.7%

violates the Clauser-Horne visibility [44, 45].

A key innovation for continuous-wave time-bin QKD introduced by Pelet et al. is

that Alice and Bob have unique Z basis measurement systems [41]. The table in Figure

5.5 shows an example of 8 sets of photon pairs arriving to Alice and Bob’s Z bases.

Bob’s Z basis measurement consists of a 3-dB beamsplitter to randomly send the signal

photons along one of two optical paths corresponding to a 0-bit (short optical path with

time tn in the table in Figure 5.5) or a 1-bit (long optical path with time tn + τ). Bob

uses two superconducting nanowire single photon detectors (SNSPDs) to measure the

photon’s arrival time within 100 ps time-bins and > 85% detector efficiency. Contrary

to Bob, Alice utilizes a single SNSPD to detect the arrival time of the idler photons.

With her arrival times, she creates a second, electronically delayed channel with a delay

equal to Bob’s long fiber path delay, τ . Alice thus records a detection event at tn and

tn+τ for each detected idler photon from the source. Using a classical channel, Bob only

communicates to Alice the arrival time of photons at his detector without sharing any

path information. By comparing the arrival times and looking for coincidences within a 1

ns window (which is set based on the bi-photon cavity lifetime of the source), Alice is able

to determine whether Bob detected the photon in his 0- or 1-bit path. Alice sends the

coincidence event information back to Bob over the classical channel, only communicating

the arrival time. Bob determines whether this event corresponds to the 0- or 1-bit by

finding the detector that received the corresponding click. Through this post-selection

scheme, Alice and Bob establish their sifted key based on the photon coincidence with
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Bob’s 0-bit or 1-bit detector. The table in Figure 5.5 illustrates the protocol with eight

exemplary measurement outcomes and the corresponding sifted key. Common time-bin

protocols utilize a pulsed laser for synchronization and a 3-dB splitter on both Alice and

Bob’s Z basis measurement, which limits the secure key rate to 25% of the generated

coincidence count rate [42]. Here, the raw coincidence count rate usage is improved to

50% by removing the choice of two paths on Alice’s side.

The X basis monitors the entanglement visibility via Franson interferometry [46]. Im-

portantly, since the Z basis simply monitors the arrival times of the photons, the X basis

is essential to monitor the security of the protocol. Without a continuous measurement

of the two-photon entanglement visibility, Eve could simply recreate Alice’s measurement

system and resend photons with the same time-bin spacing. The X basis (which also re-

quires the single photons to be entangled) allows for Alice and Bob to monitor the security

of the key throughout the protocol. Each photon enters an unbalanced Mach-Zehnder

interferometer separating the photon coincidences into three distinct time bins: an early

bin when the idler takes the short path and the signal takes the long path, a late time bin

when the idler takes the long path and the signal takes the short path, and a central bin

when both photons take the same path (see Figure S2). This central bin corresponds to

the photon state: 1√
2
(|SS⟩+ exp(iϕ) |LL⟩) where the phase ϕ is set by a tunable phase

shifter in the short arm. To maximize the two-photon interference visibility, the delay of

the interferometers must follow the relations: τ cs < τa,b < τ cp , and |τa − τb| << τ cs where

τa(b) are the delays in Alice’s (Bob’s) interferometer, and τ cs and τ cp are the coherence

times of the single photons and the photon pairs [41]. Using a continuous wave laser, τ cp

is larger than 1 µs (the two-photon coherence time is determined by the laser coherence

time, since the photon pairs can be created anytime within the laser coherence time).

The single photon coherence time is on the order of 1 ns (related to the cavity lifetime

of a 1.24 million Q resonator). Thus, in order to obey the first relation, the delay must
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be between 1 ns and 1µs. The second relation simply states that the difference in the

path lengths of Alice and Bob’s interferometers should be much smaller than the 1 ns

single photon coherence time (≪ 0.2m). Thus, selecting a ∼15 ns delay and verifying

the lengths of Alice and Bob’s delay are nearly identical can optimize the interference

visibility measurement design. Alice’s and Bob’s interferometers are locked to maintain

a consistent relative phase during the measurement, and Alice’s voltage controlled phase

shifter can be swept to change the phase between the two states. Bob uses the phase

shifter in his interferometer to locally stabilize the X-basis to any environmental fluctu-

ations. Since Alice sweeps her phase shifter across the full π range, relative phase drift

between Alice and Bob’s interferometers do not impact the visibility measurement (pro-

vided each interferometer is stable for the duration of a π phase sweep). Importantly,

because the time bins are defined at Alice and Bob, only the interferometers at Alice and

Bob need to be phase stable, whereas phase fluctuations in the fibers from the source to

Alice and Bob do not impact the phase of the time-bin entangled pairs defined once the

photons arrive at the nodes.

5.3 QKD Source Characterization

5.3.1 Entangled Photon Pair Flux and Coincidences

The source used to generate entangled photon pairs is the same high-Q AlGaAsOI

microring resonator described in Chapter 3 (a microscope image of a comparable source

is shown in Figure 5.5). The microring resonator has a radius of 13.91 µm, the width

of the bus waveguide was 0.48 µm, and the ring waveguide was 0.69 µm wide. The gap

between the waveguide and the ring was 0.48 µm, and the AlGaAs layer was 0.4 µm

thick. The resonator is pumped at the resonance near 1557 nm to generate a quantum
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frequency comb that spans over 300 nm. When pumped with sufficient power (above

the optical parametric oscillator threshold), the frequency comb is visible with an optical

spectrum analyzer showing the possible generation of >20 pairs of entangled photon pair

frequencies, as shown in Figure 5.6a). Above 1650 nm, the optical spectrum analyzer

has a limited responsivity and thus exhibits an increasing background that eventually

surpasses the generated comb lines. In Figure 5.6a), the adjacent and second nearest

resonances are denoted by the blue star and black triangle, respectively. Throughout

this work, data collected from both resonances will be presented. Data from the adjacent

resonance will be plotted using blue stars, and data from the second nearest resonance

will be black triangles. As described in the previous section, the QKD protocol relies

on a single pair of photon modes, thus such a large bandwidth can be used for either

wavelength multiplexing (enhancing the key rate by a factor of ∼ 20) or for multi-user

distribution of quantum information.

First, we bypass the beamsplitters that distribute photons to the X and Z basis shown

in Figure 5.5 and send the signal and idler photons directly to the SNSPDs to characterize

the raw single photon count rate and coincidence count rates. The low-loss system loss

of < 8 dB per channel enables efficient collection of signal and idler photons with high

coincidence count rates for low pump powers. The pump resonance (near 1557 nm) has

a loaded quality factor Q = 1.24 million corresponding to a full width at half maximum

(FWHM) of 220 MHz while the adjacent resonances (blue stars) have quality factors of

0.67 and 0.39 million corresponding to a FWHM of 340 MHz and 575 MHz, and the

second nearest resonances have quality factors of 1.05 million and 1.00 million (black

triangles) corresponding to a FWHM of 239 MHz and 279 MHz. The lower quality

factors for the nearest resonance modes reduces the entangled-photon pair generation

rate, however, even with the nearest modes, over 2.5 MHz detected single photon counts

and 30 kHz coincidence counts are recorded (Figure 5.6b,c)) with less than 300 µW of
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Figure 5.6: Characterization of the entangled photon pair source used for the QKD
protocol. a) The frequency comb spectrum from the ring resonator source when
pumped with sufficient pump power to generate a frequency comb visible using an
optical spectrum analyzer. The blue stars indicate the adjacent resonance and the
black triangles indicate the second nearest resonance. b) Collected raw single photon
counts as a function of the on-chip pump power. c) Measured coincidence count rate as
a function of on-chip power along with the coincidence-to-accidental ratio (CAR). d)
Raw (without background subtraction) two-photon interference visibility as a function
of the on-chip power. The visibility is largely limited by the pump leakage at higher
powers. Figure 5.8 shows the visibility after background subtraction. e) Heralded
single photon purity measurement as a function of power.

on-chip pump power. The coincidence to accidental ratio (CAR) of the source remains

above 8 at all powers, indicating a high quality, low loss photonic testbed capable of

generating a secure key with low errors and high rates. For the second nearest resonance,

we measure up to 40 kHz raw coincidences and a measured singles count rate above 4
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MHz, which is limited by latching of the SNSPDs.

5.3.2 Visibility Measurement

The security of the protocol relies on measuring the entanglement visibility of the

source during operation. Here, the two-photon entanglement visibility is monitored using

a folded Franson interferometer where both the signal and idler photon enter the same

interferometer before being demultiplexed from each other. In the folded configuration,

both the signal and idler photon enter into an unbalanced interferometer with a long and

a short path. The resulting two-photon state can be expressed as a summation over |ij⟩,

where the i (j) index is the path the signal (idler) photon travels, with i, j = [S,L]. Figure

5.7 shows the three distinct peaks that arise from the various path length combinations.

The side peaks arise from photons travelling along the |LS⟩ or |SL⟩ paths and are offset

from zero by the difference in the long and short path lengths. The central peak at zero

delay is due to both photons taking the same paths, |SS⟩ or |LL⟩. Because these states

are indistinguishable, the two-photon state is expressed as 1√
2
(|SS⟩+ exp(iϕi+s) |LL⟩).

A voltage-controlled phase shifter is used to sweep the relative phase ϕi+s between the

two paths to show interference between the states. Figure 5.7a) shows the difference

between the coincidence peaks when a 0.4π phase is applied (blue trace) and π phase

(black trace). The central peak shows two-photon interference visibility of 74.9% without

background subtraction, and 91% after removing the background counts. This visibility

measurement was taken from the second resonance when pumped at 170 µW. At higher

powers, the extinction of our filters is not sufficient to block all of the pump light from

reaching the detectors, which degrades the two-photon visibility. As a result, above

120 µW of on-chip power, the visibility is below the Clauser-Horne (CH) threshold [44].

We thus keep the on-chip pump power below 140 µW during the QKD protocol. The
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second resonance has greater pump extinction since the modes are 2 THz from the pump

mode, allowing for a higher pump power to be used while maintaining sufficient visibility;

however, to keep the data compatible with multiplexed QKD systems, the pump power

is limited to 120 µW to be well above the CH threshold for both the adjacent and second

resonance modes. Figure 5.6d) shows the visibility of the source as a function of on-chip

power without background subtraction.

Figure 5.7: a) Coincidence histogram of the two-photon interference at 0.4π (blue) and
π (black) relative phase between the long and the short path. b) Single photon flux
as the relative phase is swept showing stable flux on both channels. c) Coincidence
counts in the central peak as a function of the relative phase along with a sinusoidal fit
of the data. The fit shows 74.9% uncorrected two-photon visibility and 91% visibility
with background subtraction.
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As briefly illustrated in Figure 5.7, the two photon entanglement visibility improves

significantly through background subtraction. Figure 5.8 illustrates the same plot from

Figure 5.6d) now including both uncorrected (black, blue) and background subtracted

data points (red). The visibility still degrades as the power increases, which is expected

since the multi-photon pair emission probability increases with power, but the background

subtracted data shows the ability to surpass the CH threshold at much higher powers

compared to the uncorrected data.The background subtracted data suggests that up to

275 µW of pump power can be used while still remaining above the CH threshold. The

improvement from the background subtraction suggests the possibility to extend the

useful range of the source to higher powers, but there exists a trade-off. In order for the

system to function in an analogous state to the background-subtracted case, significantly

more pump filtering is required, and therefore there will inevitably be an increase to the

overall system loss. Since the coincidence rate increases quadratically with the pump

power and the filter loss is a constant value, there is a certain degree of pump filtering

that maximizes the useful QKD rate. Due to experimental limitations, this optimum is

not explored, though it could be easily studied by simply increasing the number of filters

and recording the coincidence count rate and visibility as additional filters are added.

Regardless of the number of pump rejection filters used, at large enough powers, the

multi-photon pair emission probability begins to contribute considerably, opening up the

potential risk of photon-number splitting attacks on the QKD system [47]. A photon-

number splitting attack occurs when there is a high probability of multi-photon pair

emission such that Eve can collect single photons from the stream without disrupting

the number of photons that arrive to Bob. Since this protocol (and most protocols) does

not use photon number resolving detectors, Alice and Bob are unaware of the photon

distribution at their detectors. Thus, from all practical standpoints, Alice and Bob see

the arrival of one photon exactly how they observe the arrival of multiple photons within
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the same time interval. In the case of a high probability of multi-photon generation, Eve

will go unnoticed because her measurement does not necessarily disrupt the entanglement

between the pair of photons that still reach Alice and Bob.

Figure 5.8: Visibility as a function of power for the adjacent and second nearest
resonance with and without background subtraction. The red data points indicate
the background subtracted results while the blue and black data points indicate the
same data as shown in Figure 5.6d).

5.3.3 Heralded Single Photon Purity Measurement

Related to the previous section, another important property of the source is the

heralded single-photon purity, which can be used to quantify the probability of generating

multiple photon pairs in a given time bin. This characterization is completed using a

heralded g2 (0) measurement where the signal photons are detected directly, and the

idler photons are sent to a 3-dB splitter before being detected at one of two detectors.

Since the nonlinear process generates a single signal and idler photon pair (in the low

power regime), a dip at zero time delay appears where there are very few threefold

coincidence events. The value of the heralded g
(2)
H (0) = NABCNA

NABNAC
where NABC is the
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Figure 5.9: Example trace of the heralded g2 for the second adjacent resonance with
an on-chip power of 108 µW. The dip at zero time delay illustrates >95% single photon
purity.

number of threefold coincidences, NA is the heralding count rate, and NAB,AC are the

twofold coincidences between the heralding channel and one of the two idler channels.

The magnitude of this dip relative to the background counts characterizes the single

photon purity. An exemplary scan of the heralded g2 (0) for the QKD source is shown in

Figure 5.9 with 95% single photon purity. Tracking the heralded single photon purity as a

function of power can indicate power regimes that compromise the security of the protocol

as discussed in the previous section since multi-photon emission events are susceptible to

attacks. Figure 5.6e) shows the heralded g2 (0) as a function of on-chip power. For both

sets of modes, the single photon purity remains above 90% when the on-chip power is

below 150 µW.
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5.4 Time Bin Quantum Key Distribution

Figure 5.10: a) Sifted key rate and bit error rate as a function of on-chip pump
power. The pump power is limited to <120 µW to maintain a visibility above 70.7%.
The triangles indicate the adjacent resonance characterization, and the stars indicate
the second nearest resonance. b) Sifted key rate and bit error rate of the second
nearest resonance as a function of attenuation on Alice’s path. The pump power is
maintained at ∼90 µW while sweeping the voltage on a variable optical attenuator.
The equivalent optical fiber distance is calculated and indicated on the top axis. c)
Key rate stability measurement. Pumping with ∼65 µW of on-chip power, the source
consistently outputs 2.5 kbps sifted key rate for up to 10,000 seconds (limited by the
measurement time of the experiment).

With a bright source of entangled-photon pairs operating in a regime with high visi-

bility and high single-photon purity, the QKD protocol described in Section 5.2.1 can be

implemented. We monitor the Z basis (shown in Figure 5.5) to generate a sifted key at

various pump powers to assess how the error rates and sifted key rates scale with power.

Figure 5.10a) shows the sifted key rates collected for the adjacent and second nearest
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resonance of the ring resonator source. As described in the source characterization sec-

tion, the difference in resonance quality factors between these two pairs of modes creates

a difference in the generated entangled photon pair flux, and thus the key rate of the

second resonance is ∼4 times larger than that of the adjacent resonance. Additionally,

the pump rejection filters used in this experiment have larger extinction ratios for larger

detuning from the pump wavelength, so the error rates of the adjacent resonance are

larger than the second nearest resonance due to pump leakage into the detectors. Figure

5.6d) shows the visibility measurement (X basis) for the resonances at different pump

powers. Since the Clauser-Horne threshold is surpassed for powers less than 126 µW,

we demonstrate the QKD protocol up to these powers. Without any error correction,

sifted key rates with less than 11% error rates of up to 0.6 kpbs and 8 kbps are recorded

for the adjacent and second nearest resonance, respectively. A binary secure key can be

established with up to ∼ 11% error rates at which the Shannon rate 1− 2H(x) reaches 0

(where H(x) = −xlog2(x)− (1−x)log2(1−x) is the binary entropy function) [25, 48–50].

Figure 5.11 plots the Shannon information versus the on-chip power illustrating the upper

bound on the usable QKD rate. For the adjacent resonance, the error rate exceeds ∼ 11%

for powers above ∼ 70µW, and for the the second resonance, this bound is ∼ 110µW.

We report the sifted key rates up to this bound to ensure that a secure key can be es-

tablished. With additional pump filtering for the adjacent resonance, it is expected that

the rate can approach 2 kbps.

A comparison of this result with a subset of other entanglement-based QKD demon-

strations is included in Table 5.4, and Reference [17] has an extensive review of recent

experimental works. For comparable error rates, our source does not outperform all of

the demonstrations in this table; however, the efficiency of this source is improved, re-

quiring only ∼100 µW of optical power to generate a comparable sifted key. For example,

when normalizing to the pump power, the sifted key generation efficiency (74 kbps/mW)
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Figure 5.11: The Shannon rate, 1 − 2H(x), of the QKD system as a function of the
on-chip power. As the error rate approaches ∼ 11%, the Shannon rate goes to 0, and
no secure key can be established. For the adjacent resonance, this occurs ∼ 70µW,
and for the second resonance this value is at ∼ 108µW.

is > 60 times higher in this work compared to bulk periodically poled lithium niobate

(PPLN) used for the same protocol [41]. Other implementations using polarization en-

coding using bulk PPLN with > 66 multiplexed modes can generate key rates to > 1

Gbps [51] but require 400 mW of pump power. Comparing efficiencies for low-SWaP ap-

plications such as space-based entanglement distribution, the AlGaAsOI PIC single-pair

efficiency of 74 kbps/mW (up to 120 µW for the studied device) is higher than these

polarization encoding demonstrations with bulk PPLN (45 kbps/mW).

Next, the QKD protocol is extended to artificial distances using a variable optical

attenuator placed before Alice’s detection setup. Figure 5.10b) shows the sifted key

rate and bit error rate as a function of attenuation. The top axis shows the equivalent

distance in kilometers for the attenuation assuming low-loss optical fiber with 0.2 dB/km
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Platform Type Resource
Sifted Key
Rate (kbps) Error Rate

Pump
Power (mW) Reference

AlGaAsOI ring SFWM Time-bin 8 0.09 0.108 This work
Bulk PPLN SPDC Time-bin 7 0.047 <6 [41]

AlGaAs waveguide SPDC Polarization 0.039 0.02 [52]
Bulk PPKTP SPDC Polarization 0.109 0.064 2.4 [53]
Bulk PPLN SPDC Polarization 0.3 <0.06 1-10 [54]
Si waveguide SFWM Dispersive optics 0.04-0.06 0.07-0.08 [37]
Bulk PPLN SPDC Polarization >100×103 <0.07 422 [42]
Bulk PPLN SPDC Polarization >1.8×104 400 [51]

Table 5.4: Comparison of entanglement-based QKD protocols. The key rates are
adjusted to reflect transmission without attenuation and are reported for a single set
of photon pairs (i.e without multiplexing).

attenuation. Since the protocol relies simply on the photon arrival times, photon loss will

dominate all contributions to the degradation of the sifted key rate and increase in error

rate. Using the second nearest resonance at an attenuation-free sifted key rate of 6 kbps

and error rate of approximately 8.5 percent, the attenuator voltage is swept from 2.5 dB

of attenuation (the insertion loss of the attenuator) to 18.5 dB of attenuation. The key

rate remains above 100 bps for all attenuations, and the error rate remains consistent

until approximately 15 dB of attenuation where it gradually increases to ∼10 percent at

the largest attenuation. With this data, we show an effective key rate of 100 bps at an

equivalent distance of 92.5 km with error rates below 10%. It is important to note that the

coincidence window used by Alice and Bob is 1 ns, which corresponds to the cavity lifetime

of the photon pairs, so the effect of chromatic dispersion will be very small, and the use

of an optical attenuator to estimate real fiber distance is reasonable. For example, based

on our ∼200-500 MHz resonance linewidths and an SMF-28 fiber chromatic dispersion

(about 18 ps/km/nm), we expect< 10 ps broadening of the wavepackets, which is< 1% of

the 1 ns coincidence bin size for generating the sifted key. During the initialization stage,

Alice and Bob can collect coincidence data to determine the optimal coincidence window

and settings to reduce the impact of dispersion on the recorded key. The visibility of the

link should not be influenced by chromatic dispersion since the relative phase between
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the stabilized interferometer arms dictates this effect, and global phase accumulation

from the deployed fiber will be stabilized.

To assess the long-term stability of the source, we show in Figure 5.10c) a sifted

key and error rate measurement for up to 10,000 seconds. To align the pump laser

with the resonance, the laser wavelength is swept from 0.1 nm below the resonance

up to the resonance wavelength, allowing for the resonance to thermally shift as power

begins to couple into the ring. Since the extinction ratio of the pump resonance is > 3

dB, an external power meter can be used to determine when the laser wavelength and

resonance are aligned (showing a > 3 dB dip in the monitored power). During the

stability measurement, if the power meter reading increases by > 3 dB, it is indicative of

the laser and ring becoming misaligned. The wavelength sweep is repeated, taking < 5

seconds, to realign the pump laser with the ring resonance. The data shown in Figure

5.10c) is sampled every 20 seconds during the stability measurement, and the data points

with key rates lower than the others are caused by this realignment process. Other than

this monitoring, the operation requires no additional adjustments to the source. The

slight reduction in the key rate over time is caused by fiber drift in the experimental

setup, which can be mitigated through fiber packaging. Throughout the 10,000 seconds,

the error rate is stable at ∼6 percent.

5.5 Deployed Fiber QKD

To demonstrate the practical utility of the source, we send Alice’s photon through

a deployed, standard SMF-28 telecom fiber on the University of California Santa Bar-

bara campus. The image in the background of Figure 5.12 shows an illustration of the

approximate deployed fiber path with a ∼2 km fiber loop connecting our research lab

with another building on campus which is used to demonstrate the robustness of the
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Figure 5.12: Illustration of the deployed fiber experiment conducted on the UCSB
campus. Six loops of ∼2 km fibers are in place between our research lab in Henley
Hall and the campus police department building. The yellow lines indicate a rough
estimate of the path of the deployed fibers which follow underneath the road connect-
ing these parts of campus. The six independent loops allow for measurements to be
completed at different deployed fiber lengths. a) The sifted key rate and error rate of
the QKD protocol after sending Alice’s photons through the deployed fiber path. b)
The stability of the key rate and error rate at the longest deployed fiber distance of
12.3 km. The chip-to-fiber coupling drift is significant during this measurement, so a
realignment is completed at the 5,300 second mark. Using the 12.3 km deployed fiber,
the UCSB logo is transmitted and encrypted using the QKD protocol. The image is
encrypted with a key transmitted at 600 bps and a 9 percent error rate without any
error correction.

protocol to external environmental factors. Six fiber loops are made, allowing for 12 km

transmission using real fiber lines. Figure 5.12a) shows the key rate and errors for the

second nearest resonance mode with an initial rate of 1 kbps and 3 percent error. The

deployed fibers exhibit additional loss due to connectors instead of fiber splices being

used to configure the number of fiber loops in the channel, which degrades the secure key

rate. However, the error rate remains consistent and low for all fiber loop configurations

indicating that the influence of environmental factors is negligible. Additionally, the vis-

ibility is monitored and is > 73.9% at 12.3 km indicating that the state is not impacted

through the long distance distribution.
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The stability of the system is also monitored for 6,000 seconds to confirm that ex-

ternal factors like vibrations from vehicles on the road above the fiber or temperature

fluctuations do not influence the sifted key generation rate stability. As shown in the

measurement in Figure 5.12b), fiber drift at the chip-fiber coupling interface is the largest

factor in the key rate variation over time. To make sure this variation was from the chip-

fiber interface and not a variation in the deployed fiber, a fiber realignment was completed

showing that the initial rate can be recaptured and confirming that the deployed fiber

does not impact the sifted key rate. With this information, we hypothesize that the

attenuation-based demonstration accurately models the impact of deployed fiber length

on the error rate and key rate. We therefore predict the ability for > 100 bps key rates

with < 10 percent error at 92.5 km without spectral multiplexing.

Finally, we use the deployed 12.3 km fiber to transmit a key to encrypt and decrypt

an RGB image as shown in Figure 5.12. Alice and Bob establish their key at 600 bps

with an error rate < 9 percent (at the same time as the stability measurement shown in

Figure 5.12b)) to communicate the UCSB logo. The right side of the inset of Figure 5.12

shows the original image, encrypted image and decrypted image using the QKD protocol

described in this work. Without error correction, the source shows the capability of

transmitting a key across the 12.3 km real deployed fiber to securely encrypt/decrypt a

21 kB image.

5.6 Conclusion and Outlook

Using a high-quality AlGaAs-on-insulator microring resonator, we generate a quan-

tum optical microcomb spanning > 300 nm with > 20 time-energy entangled modes that

can be easily demultiplexed and filtered using commercial, off-the-shelf telecom fiber

components. We demonstrate the ability to demultiplex photon pairs for scalable entan-
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glement distribution across standard telecom SMF-28 fiber. As an illustrative example,

we demonstrate a continuous-wave time-bin quantum key distribution protocol that does

not require pulsed optical excitation for clock synchronization. Requiring only ∼ 120

µW of optical power to generate up to 8 kbps sifted key rates with errors <10 percent,

we demonstrate the low SWaP capability and stability of the source and the protocol

using a campus-deployed telecom fiber loop. The source operates with >20 frequency

mode pairs allowing for key rates exceeding 100 kbps to be achieved through wavelength

multiplexing or a connected >20-user quantum photonic network to be established. We

record sifted key rates and sifted key efficiencies up to 8 kbps and 74 kbps/mW of pump

power (up to 100 µW for the studied device), respectively, for a single pair. The efficiency,

which surpasses the record efficiency from bulk PPLN [51], is enabled by the tight optical

confinement in the highly nonlinear and low-loss microring resonator, demonstrating the

advantage of PICs for quantum communication applications that require low-SWaP.

Looking forward, the low SWaP of the source while maintaining ultra-high entan-

glement distribution rates opens new opportunities for practical quantum networks and

communications, such as space-based and long-distance metropolitan channels. While we

show here spectral modes spaced by 1 THz across 300 nm of bandwidth, dense spectral

multiplexing with high generation rates is possible by cascading arrays of microcombs.

For example, our AlGaAsOI chip (shown on the inset to Figure 5.12) has > 100 indi-

vidual microring resonators, which could each be independently tuned and spectrally

aligned to match the 100 GHz telecom ITU grid and pumped with fiber arrays to further

enhance the key rates or improve the network user capacity. This could enable > 1, 000

independent users with a single photonic chip or end-to-end multiplexed entanglement

key rates exceeding 10 MHz.

The AlGaAsOI platform offers the potential not just for time-bin QKD protocols, but

also for frequency-bin entanglement distribution, polarization encoding, and continuous-
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variable protocols. Inherent to ring resonator sources is the broad range of frequency

mode pairs generated through the SFWM process. Through the use of modulators,

these frequency modes can be inferred to create frequency-bin states that can be used as

an entangled resource for quantum communication [55]. Other, more complex systems

can create frequency-bin encoded states using a series of ring resonators [56]. Polariza-

tion entangled states can be generated using AlGaAs waveguides [52], and additional

work has been done to make the material platform compatible with silicon photonic

systems [57–59]. Since AlGaAs can also naturally host quantum dots, integration with

electrical injection is within reach, allowing for a turnkey generator of polarization entan-

gled photon pairs (using a modified waveguide structure). The material platform (400nm

thick AlGaAsOI) focused on in this work can also be adjusted to support both the TE

and TM polarizations of light. Provided efficient fiber-to-chip couplers and symmetric

ring coupling for both polarizations could be designed, it would be possible to pump

the waveguide with a diagonally polarized input, generating both TE and TM polarized

photon pairs in a superposition. The most straightforward approach for this would be

the use of a symmetric 400nm by 400nm waveguide which would, in theory, meet the

requirements. However, the loss in this system would be significant and the benefits of

using polarization encoding over time-bin or another type of encoding do not outweigh

these additional losses. Moving away from the discrete variable regime, AlGaAs seems

promising for squeezed light generation with very low pump power, enabling continuous-

variable QKD protocols and entanglement distribution technologies [60, 61]. The system

that was the focus of this work can also be explored with pulsed excitation which can

create a synchronized signal for Alice and Bob to define coincidence bins over. The use

of a pulsed laser would increase the peak electric field intensity in the waveguide and

enable a higher effective nonlinearity. The ease of continuous-wave excitation protocols

is not to be ignored, and thus was the focus of this initial work. The large nonlinearity
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and low loss make an AlGaAs source efficient, regardless of the photon degree of freedom

being exploiting, producing more entangled photon pairs for a given input power.

Using a simple ring resonator structure, we have been able to demonstrate a large

improvement in the efficiency of an entanglement-based QKD source that boasts 74

kbps/mW key efficiencies with error rates < 10%. Integration of this source with on-chip

demultiplexers and packaging the optical fiber input/output would allow for a stable,

efficient QKD source capable of producing >kHz of secure key rates with a single set

of frequency modes. This source can be explored (without modification) for other QKD

systems such as high dimensional time-bin encoding and frequency-bin encoding, showing

the flexibility of the platform and the source. This work shows an impressive first demon-

stration of the capability of the AlGaAs material platform for quantum communications

applications.
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Chapter 6

Integrated Qubit Demultiplexing

and Hong-Ou-Mandel Interference

The first 5 chapters of this dissertation served to demonstrate the capabilities of III-V

semiconductor material platforms for efficient generation and manipulation of quantum

light. Specifically, the AlGaAsOI platform was developed and motivated for fully inte-

grated quantum photonic circuits using entangled photons generated via the third order

nonlinearity. Chapter 3 showed record-breaking performance for the entangled photon

pair brightness from AlGaAsOI ring resonators, and Chapter 4 demonstrated the ability

to create the other low-loss components required for basic quantum photonic circuits

including chip-to-fiber couplers, waveguide crossers, optical filters, and interferometers.

Using this platform, the next step in advancing the technology is to create some small

quantum photonic circuits and characterize their performance. This chapter will highlight

two steps toward fully integrated quantum photonic circuits on the AlGaAsOI platform.

First, a bright entangled photon pair source was integrated with on-chip optical filters

for a chip-scale demultiplexing experiment. The performance of the filter was character-

ized by monitoring the single photon counts through the signal and idler demultiplexed
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channels. After demonstrating this experiment, a more advanced circuit was designed

to demonstrate quantum interference between two nominally identical ring resonator

sources. This experiment forms the foundation for scaling the AlGaAsOI material plat-

form past the single qubit level. Understanding the intricacies of two photon pair sources

will aid in the development of more advanced systems involving four or even more sources

such as the impressive demonstrations of photonic graph states in silicon [1].

6.1 Qubit Demultiplexing

To benchmark our platform, we perform a qubit demultiplexing experiment in which

entangled signal and idler photons generated from SFWM in a microring resonator are

separated on-chip using a tunable unbalanced MZI with an FSR equal to twice the

signal/idler mode separation. As discussed in Chapter 4, the unbalanced MZI provides

an interference-based filtering that has a sinusoidal transmission dependence as a function

of wavelength. By tuning the path length imbalance of the MZI, the sine period can be

adjusted to match four times the FSR of the ring resonator photon pair source. Since the

entangled photon pairs are generated adjacent to the pump resonance mode (see Figure

6.1b), the MZI period is designed to transmit one of the single photon modes (signal) and

block the other mode (idler). This can be achieved by making the MZI period 4-times

the ring FSR. Selection of different pairs of modes can also be made by using a different

MZI period. Using these design parameters, a series of ring resonators integrated with

MZI optical filters were fabricated and tested. The extinction ratio of the MZIs varied

between 10 and 30 dB, and one of the higher extinction ratio devices was selected for the

qubit demultiplexing experiment.

The demultiplexing setup schematic is shown in Figure 6.1a). A tunable, narrow-

linewidth continuous wave (cw) laser is tuned into resonance with a ring resonator mode
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near 1555 nm (labeled λp in Figure 6.1b). Tunable fiber etalon-based bandpass filters

(3x Agiltron filters with ∼30 dB extinction ratio and ∼3 dB insertion loss) are tuned

to the pump wavelength and placed immediately after the laser to suppress amplified

spontaneous emission at the wavelengths of the signal and idler modes, which helps ensure

that pump photons do not reach the single-photon detectors in the experiment. The laser

is polarized along the TE mode of the input waveguide, and light is coupled onto the

chip with high-numerical aperture lensed fiber. Pump light is coupled into the microring

resonator using a pulley coupler (Section 2.2.2), where the time-energy entangled signal

and idler photon pairs are generated. The signal, idler, and pump photons are routed

through the tunable MZI. When the phase of the MZI is properly tuned (Figure 6.1b),

it demultiplexes the signal and idler photons into separate waveguides. Light from one

output port is coupled off chip using a lensed polarization-maintaining single-mode fiber.

The output is then sent to superconducting nanowire single-photon detectors (SNSPDs).

A 100 GHz bandwidth DWDM filter is placed in front of the SNSPDs to ensure that

only detector 1 measures signal photons and detector 2 measures idler photons; these are

in place for characterizing the chip, but their extinction ratio is > 40 dB and thus they

have no impact on the performance of the qubit demultiplexing chip. The DWDM is also

necessary since an interference-based optical filter is used for the demultiplexing. Since

the filter response is periodic with the wavelength and the entangled photon pair source

generates a relatively broadband spectra of photon pairs, every fourth idler (signal) mode

will also be transmitted through the demultiplexer. An accurate characterization of the

source quality is to look at just one pair of modes, so the DWDM filters all of these

unwanted modes out of the detected single photons. Additionally, since the MZI is just

used as a demultiplexer (and not a pump rejection filter), a significant portion of the

pump light would reach the detectors. In order to make the circuit be free of off-chip

filtering, additional pump rejection filters would need to be integrated. These could also
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be MZI-based devices, but now the MZI period would be twice the ring FSR such that

it transmits both the signal and idler photon but not the pump mode.

Figure 6.1: a) Experimental schematic of qubit demultiplexing utilizing an 3.2 nm
FSR AlGaAs ring resonator source and a 13.0 nm FSR MZI (DC). b) Transmission
spectra of a ring resonator and MZI tuned to a relative phase of zero and π radians.
The signal, pump, and idler wavelengths are indicated. c) Normalized counts on the
SNSPDs after demultiplexing as the MZI phase is swept from 0 to 2π radians.

The chip is designed with an MZI with directional couplers and a 45.4 µm path

imbalance for these experiments, which results in an MZI FSR that is equal to twice the

signal/idler mode spacing of the microring resonator entangled-photon pair source (or

four times the ring resonator FSR). Figure 6.1b) shows the transmission spectrum of the
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MZI chip when coupling into port 1 and out of port 4 for two different thermo-optic heater

voltages corresponding to an interferometer phase ϕ = 0 and ϕ = π radians, respectively.

The maximum MZI extinction is ∼ 23 dB near the signal and idler wavelengths. As the

phase is swept from 0 to π, the transmission at a single wavelength sweeps from maximum

to minimum. Vertical lines in the plot depict the wavelengths of the pump (1555.0 nm),

signal (1551.7 nm), and idler (1558.2 nm) photons from the microring resonator. We

next pump the resonator to generate entangled pairs (as shown in Figure 6.1a), which

propagate through the MZI for demultiplexing. Normalized counts from the two SNSPDs

are shown in Fig. 6.1c) as a function of the MZI phase. We measure an extinction ratio

up to ∼23 dB, which is identical to the measured MZI extinction ratio shown in Fig.

6.1b) obtained from the transmission spectrum.

6.2 Integrated Hong-Ou-Mandel Interferometer

Here, we further advance the AlGaAsOI material platform by combining multiple

efficient entangled-pair sources with tunable interferometric circuits to demonstrate two

experiments: (1) a tunable Bell state generator that can produce two of the four maxi-

mally entangled Bell states, and (2) an integrated Hong-Ou-Mandel interferometer that

allows for measurement of heralded two-photon interference on-chip from two resonator

sources. In the CW pumping case, it requires ∼ 100 µW of input power to achieve

comparable photon pair generation rates to the ∼ 10 mW input power required for sil-

icon quantum sources, relaxing the demands on filtering and demultiplexing to achieve

large coincidence-to-accidental ratios. While only being comprised of ∼ 10 components,

this circuit demonstrates the efficiency, stability, and manufacturability of AlGaAsOI for

larger-scale quantum photonics, including graph-state generators and entangling fusion

gates for distributed information processing and communications [2, 3].

206



Integrated Qubit Demultiplexing and Hong-Ou-Mandel Interference Chapter 6

6.2.1 Tunable Bell State Generator

The circuit designed for the integrated Hong-Ou-Mandel (HOM) interference exper-

iment was initially designed for the case where both ring resonators generate entangled

photon pairs simultaneously; however, when analyzing the evolution of the quantum

state in the system, it was also discovered that the circuit can be used to produce a

path-encoded photonic Bell-pair that can be tuned using the final interferometer. For

low enough pump powers, either the top ring or the bottom ring generates a photon pair

(the probability that both sources generate simultaneously is low); thus, either a photon

pair exists in the upper two paths |11⟩ or the lower two paths |00⟩, as illustrated in Fig.

6.2. Since the sources are both probabilistic, the likelihood of both sources generating a

photon in the same time window (τ) scales with the product of the two sources genera-

tion rate Pboth ∝ R1 ∗R2/(τ
2). Reducing the generation rate (through using lower pump

power) can thus make the simultaneous generation probability near 0. Coincidence mea-

surements between the different combinations of output ports allow for the construction

of the bi-photon density matrix for a specific phase setting on the final interferometer.

The inset of Figure 6.2 shows simulated density matrices of the initial state after the

demultiplexers, in which the two photons are in the |Φ+⟩ = 1√
2
(|00⟩+ |11⟩) state. Qubit

A (B) is defined by the outer (inner) two paths, with state |1⟩ (|0⟩) defined as the top

(bottom) path for each qubit.

The bi-photon state evolves into the |Ψ+⟩ state when the last symmetric MZI has a

phase shift ϕ = 0 or the |Φ−⟩ state when the phase shift ϕ = π. This evolution comes

from the final balanced MZI which has a tunable phase. The MZI unitary evolution can
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be described by (as introduced in Chapter 4 Section 4.4.2),

S = je−jϕ/2

sin ϕ
2

cos ϕ
2

cos ϕ
2

− sin ϕ
2

 (6.1)

When the initial state, |Φ+⟩ = 1√
2
(|00⟩ + |11⟩), enters the final MZI, the state evolves

as U(ϕ) |Φ+⟩ which has significant results when ϕ = 0 and ϕ = π. For these particular

phase values, the output can be theoretically tuned to output either the |Ψ+⟩ or |Φ−⟩.

Figure 6.2: a) Microscope image of the AlGaAsOI circuit for HOM and tunable Bell
State generation. The ports on the output are labeled 1-4 on the right side of the
image. The initial photon state is in |Φ+⟩ (shown in the bottom left panel of the
inset). After exiting the final interferometer, the unitary MZI operator transforms
the initial state into either the |Ψ+⟩ or |Φ−⟩ state when a 0 and π phase shift is
applied, respectively.
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Unfortunately, full quantum state tomography is not possible with the current circuit

design. Since the circuit does not have an integrated interferometer and phase shifter

for the heralding arms (paths 1 and 4), only a subset of the necessary stabilizers can be

measured, which limits the ability to reconstruct the full quantum state [2]. Thus, the

tunable Bell state generator, although theoretically possible with this circuit, cannot be

directly verified using the current design. The addition of phase shifters on the heralding

paths and an interferometer would enable this measurement. From two-fold coincidences,

we can verify that the final MZI can apply the necessary phase shifts and adjust the ratio

of photons exiting ports 2 and 3 (which will be done in the next section). This verifies that

the circuit works as desired, and therefore should create the predicted states. Through

analysis of the indistinguishability of the two sources (described below), the extracted

parameters can be used to then model and reconstruct the density matrix.

6.2.2 HOM Interference

At higher input powers such that the probability of generating photon pairs simul-

taneously in both resonators is high, this circuit can also be utilized to demonstrate the

indistinguishability of two microring resonator entangled photon pair sources. The power

must remain sufficiently low that the multi-photon pair emission from each source still

remains low (the heralded g(2)(0) for each source remains < 0.5). When both resonators

generate photon pairs simultaneously and the demultiplexers are aligned, each source

supplies an identical idler photon into the final interferometer. The Hong-Ou-Mandel

effect describes the behavior of two indistinguishable photons entering a beamsplitter

where the two photons always exit the same port due to destructive interference of the

states where one photon exits each port [4]. The full mathematical description of this

effect is included in Section 2.1.3. A microscope image of the AlGaAsOI quantum pho-
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tonic circuit is shown in Figure 6.3. This microscope image is the same as the previous

section, but now the critical steps in measuring HOM interference are labeled. The device

has two ring resonators with 31.5 µm radii, 350 nm coupling gap, 650 nm ring widths,

and MZIs with 45.4 µm path imbalance. The 3 dB couplers are all 20.8 µm in length.

If the two sources generate perfectly indistinguishable photons, then there will be zero

four-fold coincidences at zero time-delay since both idler photons will exit the same port.

By tuning the phase of the final interferometer, the photons can be swept from indistin-

guishable (with phase ϕ = 0) to distinguishable (with phase ϕ = π). An off-chip tunable

Figure 6.3: Microscope image of the AlGaAsOI circuit for HOM interference. This
image is the same as illustrated in Figure 6.2a), but now the different portions of
the circuit are highlighted for the HOM interference experiment. Light enters from
the left side of the circuit and goes into a symmetric MZI that acts as a tunable
beamsplitter (BS) to distribute the input power equally to the two ring sources. The
two ring resonators act as sources of entangled photon pairs. Next, two unbalanced
MZIs demultiplex the signal and idler photon pairs into two paths. The signal photons
exit ports 1 and 4 for heralding, and the idler photons enter the HOM interferometer
to show two-photon quantum interference.

continuous wave laser source is input into the central waveguide and enters a tunable

symmetric MZI (labeled “Tunable BS”). This MZI acts as a tunable beamsplitter allow-

ing for the ratio of power entering the two rings to be tuned such that they have similar

entangled photon-pair generation rates which improves the probability that both sources

generate a photon pair at the same time. The light is sent to each of the resonators, which

can be thermo-optically tuned to align their resonances. Upon entering the resonators,
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there is a probability that two pump photons interact and annihilate through SFWM to

generate a pair of correlated photons (labeled “Photon Pair Generation”). After each

resonator, an unbalanced MZI serves as a spectral demultiplexer to separate the signal

and idler photons (labeled “Demultiplexing”). The signal photon from the top (bottom)

ring exits port 1 (4) and is used to herald the presence of an idler photon in the final in-

terferometer. The idler photons enter the final MZI (labeled “HOM Interference”) where

a 3-dB directional coupler splits the light into two paths, one of which has a tunable

phase shifter. The HOM interference occurs on the final 3-dB directional coupler where

both idler photons should exit the same port if they are perfectly indistinguishable. The

phase shifter on the upper path enables the distinguishability to be swept from perfectly

distinguishable to indistinguishable. Thus, by monitoring the fourfold coincidence counts

as a function of the applied phase, the indistinguishability of the idler photons from the

two sources can be determined.

6.2.3 Linear Component Characterization

The performance of the individual circuit elements had to be carefully characterized

to determine how the entire circuit might function. This characterization follows the

linear optical characterization described in Chapter 4. A CW laser is swept continuously

from 1510 nm to 1600 nm wavelength and the transmission through the different ports

is monitored using a photodiode and oscilloscope. A transmission spectrum of ports 1

and 4 is shown in Figure 6.4a,b). The sinusoidal response shows the behavior of the

demultiplexer, which can be tuned to have a minimum at the idler wavelength and a

maximum at the signal wavelength to demultiplex the two photons into separate paths.

The demultiplexer shown in Figure 6.4 has an extinction ratio > 15 dB for the signal

and idler wavelengths studied in this experiment, but devices with > 30 dB extinction
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have been demonstrated on the platform [5]. The deeper, narrow transmission dips are

caused by the ring resonances. Since port 1 (4) only sees the top (bottom) ring, only

that ring’s resonances are observed in the transmission scan. The current of the thermal

tuners on the rings and demultiplexers are set to align the resonances of the signal and

idler photons with the center of a commercial double-pass DWDM filter. This filter is

the same detailed in Chapter 5 and has >100 dB extinction with <4 dB of insertion

loss. Although the signal and idler photons are demultiplexed on-chip and sent through

different ports, the pump light is not filtered, and the periodic behavior of the MZI-based

demultiplexers necessitates additional off-chip filters to only observe one pair of signal

and idler frequency modes and to remove excess pump light.

In Figure 6.4a,b), the selected signal (orange), pump (blue), and idler (green) photon

wavelengths are highlighted. The alignment shown in the transmission scan is done

coarsely—such that the resonances of interest are roughly aligned. During the actual

experiment, an alignment protocol is utilized to assure that the rings are both being

pumped simultaneously. The protocol is described in more detail in the next section.

From the initial scans, the three resonances were fit using the ring resonator transfer

function (described in Section 2.2.2). A zoom in of the three resonances are shown in

Figure 6.4c-e) for the top ring (ring 1) and in Figure 6.4f-h) for the bottom ring (ring

2). Careful inspection of these plots will show a 0.1 nm misalignment between the top

and bottom ring. This can easily be corrected by changing the current on the thermal

tuners for each ring. The insertion loss of the HOM circuit (including component loss,

chip-to-fiber coupling, and propagation loss) was <15 dB for port 1 and <20 dB for port

4. Since the power of the pump laser can be increased to improve the on-chip power, the

input coupling loss is not as critical to the device performance. Instead, the losses after

the photon pairs are generated will dictate the efficiency of the system. Here, the losses

from the photon pair source to the single photon detectors is on the order of 12 dB and
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Figure 6.4: a) Transmission scan through ring 1 and exiting through the topmost port
(port 1). b) Transmission scan through ring 2 and exiting through the bottommost
port (port 4). c) Signal resonance scan for ring 1 showing 1.2 ×105 loaded quality
factor. d) Pump resonance scan for ring 1 showing 1.1 ×105 loaded quality factor.
e) Idler resonance scan for ring 1 showing 0.7 ×105 loaded quality factor. f) Signal
resonance scan for ring 2 showing 0.9 ×105 loaded quality factor. g) Pump resonance
scan for ring 2 showing 1.2 ×105 loaded quality factor. h) Idler resonance scan for
ring 2 showing 1.4 ×105 loaded quality factor.

16 dB for the top and bottom ring.

213



Integrated Qubit Demultiplexing and Hong-Ou-Mandel Interference Chapter 6

6.2.4 Nonlinear Characterization

After completing the linear characterization and selecting the resonance wavelengths

for the signal, pump, and idler modes, the quality of each of the ring sources was assessed

to determine the expected performance in the HOM experiment. The basic characteri-

zation completed in Chapter 3 was repeated with a few modifications. Primarily, since

the device has one input that sends the pump laser to both the rings simultaneously, the

initial tunable beamsplitter (see Figure 6.4) had to be tuned to send all of the light to

only one of the two rings. Figure 6.5a) demonstrates the ratio of power coupled out of the

two ring sources through tuning of the initial beamsplitter. At 7 mW of heater power,

the first ring receives most of the pump light, and the second ring is at a minimum.

Under this beamsplitter condition, the input pump power is swept to track the single

photon counts and coincidence counts of the resonator source as a function of power.

At the highest power recorded, the first ring outputs almost 2 million single photons a

second with a coincidence rate exceeding 4000 counts per second (shown in Figure 6.5b).

The second ring has a lower insertion loss (illustrated by the larger power transmitted

through the port). Figure 6.5c) shows the performance of the second ring source which is

less efficient than the first ring (for higher power, produces fewer single and coincidence

photon counts). The source, however, still produces almost 1 million single photons

through port 4 and has coincidence rates exceeding 1500 counts per second. Thus, both

ring sources can produce high rates of photon pairs through CW pumping.

6.2.5 Alignment

In order to perform the nonlinear characterization above, all of the components had

to be aligned to perform the desired role. The initial beamsplitter was aligned through

monitoring of the power into each ring such that the two ring sources produced similar
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Figure 6.5: a) Tuning of the first tunable beamsplitter of the HOM circuit to adjust
the power coupled into each of the two ring sources. b) Single photon counts and
coincidence counts for various pump powers of the first ring source. c) Single photon
counts and coincidence counts for various CW pump powers of the second ring source.

rates of entangled photon pairs (see Figure 6.5), the rings had to be aligned to generate

photon pairs that were centered in the selected DWDM filter channels, and the demul-

tiplexers had to be aligned to send the signal photons through ports 1 and 4 and the

idler photons through ports 2 and 3 (and into the HOM interferometer). This alignment

procedure could not be done independently since the act of increasing the heater current

on one component resulted in thermal crosstalk to adjacent components. Thus, a tuning

map had to be made for different heating conditions. Initially, the components were

characterized individually (as done in Figure 6.5a) to align them coarsely. After tuning
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Figure 6.6: The demultiplexers are highlighted on a microscope image of the HOM
circuit. a) Single photon counts as the power in the demultiplexer heater is swept.
The left panel shows all four SNSPD channels, and the right panel shows just the
photons exiting the top port (port 1). b) Same plot as a for the second demultiplexer.

all components, fine tuning was completed to get the best alignment of each portion of

the circuit. For components like the tunable beamsplitters, the power through the ports

was simply monitored as the heater current was swept. For more sensitive components

like the demultiplexers, the light was coupled off-chip into fiber-based DWDMs for single

photon detection, and the single photon counts at the signal and idler wavelengths was

optimized. Figure 6.6 illustrates the single photon counts for ring 1 (a) and ring 2 (b)

as the demultiplexer current is swept. For the top demultiplexer, the maximum photon

counts occurs at 125 and 0 mW, while for the lower demultiplexer, the maximum occurs

at 0 mW and 90 mW. The trace in the right panel of Figure 6.6b) shows the drift of

the ring resonance and fibers over time. Although a maxima is reached at both 0 and
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90 mW, the 90 mW peak has considerably fewer photon counts. This is due to fiber

misalignment as the data is collected.

For the CW HOM testing, integration times exceeding 3 hours were required due

to the rare nature of fourfold coincidences (which for silicon were on the order of 1

mHz) [2, 6, 7]. The AlGaAs platform is expected to have more efficient photon pair

sources, however, there is a threshold at which the source can be pumped to generate just

one photon pair (with minimal multi-pair contributions). Thus, the collected photon pair

rates are typically comparable to silicon sources, simply requiring less power to achieve

the rates. Considering a count rate on the order of mHz, it is important to collect

sufficient data such that the signal to noise on the HOM experiment is sufficient. With

noise scaling as
√
N (where N is the number of counts), collected fourfold coincidence

counts >10 are necessary—meaning data collection must occur for more than 3 hours.

The experimental setup had to be adapted to enable such long measurement times. The

lensed fibers were mounted with additional tape to secure the fibers from drifting, and the

length of fiber extending past the fiber mount was reduced to limit drift over time. The

chip was secured on a thermoelectric cooling stage to maintain consistent temperature.

Even with all of these modifications, the stability of the system remained a challenge

as illustrated in Figure 6.6b) where the drift is noticeable even in 1500 seconds (duration

of the scan). During CW testing, the amount of optical power coupled into the ring

resonator impacts the location of the resonance wavelength due to the thermal instability

of the ring [8]. Since vibrations and fiber drift could change the optical power coupled

into the ring, in order to maintain alignment between the two ring resonator sources,

an optimizer was developed. The optimizer utilized the two ring heaters to constantly

adjust the temperature of each ring to maintain alignment to the pump laser wavelength.

First, the power coupled out of ports 1 and 4 (see Figure 6.4) is monitored using a 99:1

fiber beamsplitter. The 1% tap is connected to a power meter, and the remaining 99%
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is sent through the rest of the components described in the section below for photon

coincidence measurement. The laser is kept at a single wavelength, and the ring heaters

are set to an initial setpoint that is close to alignment (as determined by a coarse sweep

in the heater setting). Since the resonance extinction ratio is > 10 dB for this particular

device, the 1% tap will show a reduction of 10 dB in the recorded power when the ring

resonance is aligned with the laser. The individual ring heaters are dithered toward the

minimum power on their corresponding port. As the heater oscillates, the power will

increase if the ring moves away from the laser wavelength and decrease if the alignment

improves. Thus, a small oscillation in the heater power allows for continuous adjustments

to small drift in the conditions. Large or fast perturbations in the environment cannot be

adjusted for using this method, but slow changes like fiber drift and temperature change

can be accommodated. The development of this optimizer enabled the experiment to be

free-running without monitoring for up to four hours before the fiber drift was too large.

Further improvements to the system could be made through packaging and wire-

bonding to a printed circuit board. The packaged chip would reduce fiber drift, and the

wire-bonding would reduce the day-to-day fluctuations in the probe contacts with the

metal heaters. The short term solution created by the optimizer was sufficient to collect

the necessary HOM data.

6.2.6 HOM Interference

After characterizing the individual component performance and aligning all of the

parts of the HOM integrated circuit, the HOM interference could be measured. The

experimental setup for the HOM characterization is shown in Figure 6.7a). A Toptica

CW tunable laser is set to the pump wavelength (near 1556.6 nm) while the demultiplexer

MZIs and ring MZIs are tuned into alignment. The ring alignment optimizer is started
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Figure 6.7: a) Experimental setup to measure HOM interference using a tunable CW
laser. The laser is filtered through tunable bandpass filters to remove ASE power at
the signal and idler wavelengths before being coupled into the chip. The chip performs
the HOM experiment when the rings both generate photon pairs simultaneously that
can interfere on the final HOM interferometer. A fiber v-groove array couples light
from all four output ports of the circuit. Ports 1 and 4 are sent through DWDMs
aligned with the idler mode, and ports 2 and 3 are sent through the signal DWDMs.
The photons are detected using SNSPDs and time correlations are measured using a
time correlated single photon counting module. b) Example interference scan as the
HOM interferometer phase heater power is swept.

after setting the initial conditions, and the rings are kept on resonance for the duration

of the measurement. Each measurement is taken for longer than 10, 000 seconds to
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collect sufficient photon counts above the background. During the measurement, a drift

of > 3 dB in the fiber alignment necessitated a realignment of the optical fibers using

the piezo-electric tuners of the fiber stages. This alignment process took less than 30

seconds in the > 10, 000 second measurement and thus did not impact the recorded data

significantly. The HOM interferometer heater is set to the initial setpoint of the sweep.

A v-groove array couples light out of all four ports simultaneously and is aligned using

a 6-axis stage. The light from each port is sent through the corresponding signal or

idler 100 GHz DWDM filter channel. Since the demultiplexers on-chip are periodic, the

off-chip filters are required to suppress the periodic transmission of undesired signal or

idler wavelength modes. The filters also suppress the residual pump light to minimize

the leakage of pump photons to the detectors. Each channel is sent to a superconducting

nanowire single photon detector (SNSPD), and the singles, two-fold coincidences, and

fourfold coincidences are recorded for the > 10, 000 seconds. The coincidence windows

are set by the biphoton coherence time to 1 ns. A time-correlated single photon counting

module records the photon events, and the data is processed using the saved raw binary

files. The post-processing allows for implementation of electronic delays to adjust relative

arrival time of the photons on each channel.

The total fourfold coincidence counts in the measurement are divided by the integra-

tion time to estimate the fourfold coincidences per second. As the HOM interferometer

heater power is swept (sweeping the relative phase of the two paths), the nominally in-

distinguishable photon pairs become distinguishable. When the relative phase is 0, the

photons should be perfectly indistinguishable and display the HOM effect on the final

beamsplitter of the HOM interferometer. When there is a phase difference in the paths,

the photons are no longer indistinguishable, and the photons can exit either port or the

same port. Thus, by sweeping the phase, the interference can be swept from nominally

indistinguishable to perfectly distinguishable. Recording the fourfold coincidence counts
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as this phase is applied will show an oscillation in the recorded counts (shown in Figure

6.7b). The visibility here is 60 % which shows quantum interference of the photons from

the two sources. Small measurement steps near the maximum and minimum of the in-

terference pattern will likely improve this value further. A visibility greater than 50 %

shows that the interference is no longer in the classical regime [6, 7, 9, 10]. Future work

is focused on improving the data density and sweeping across a wider range of heater

powers to populate a better visibility plot. A different device from the third wafer of de-

vices fabricated was characterized using a similar method and showed 72 % interference

visibility. The details of this device are included in Appendix A4.

6.3 Conclusion and Outlook

Preliminary results from a HOM interference measurement integrated on a single

AlGaAs photonic chip indicate the ability to show quantum interference between two

ring resonator sources. The circuit utilizes the fundamental components established in

Chapter 4 along with the bright entangled photon pair sources discussed in Chapter 3 to

demonstrate a step toward fully integrated quantum photonic circuits. This experiment is

a culmination of the efforts made in the initial projects of this dissertation and shows the

ability to create chip-scale integrated quantum photonic circuits using a novel, highly

nonlinear material—AlGaAsOI. The characterization of this circuit can be advanced

through the addition of phase shifters on the waveguides of ports 1 and 4, and interferring

the heralding channels will allow for full quantum state tomography of the system. This

characterization can verify the existence of two of the four maximally entangled Bell

States and allow for the realization of a tunable Bell state generator (which is proposed

here via modeling, but not confirmed).

Additionally, the HOM interference visibility can be improved by changing the char-
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acteristics of the pump source used for the experiment. To understand this change, a

brief discussion of the joint spectral intensity of an entangled photon pair is necessary.

The bi-photon state produced by the SFWM and SPDC processes is given by [11],

|ψ⟩ ∝
∫ ∫

Θ(ωs, ωi)Ψ(ωs, ωi)dωsdωi |1⟩s |1⟩i (6.2)

where Θ is the spectral shape of the pump, Ψ(ωs, ωi) = ϕpm(ωs, ωi)T (ωs)T (ωi) is deter-

mined by the phase matching, ϕpm and the amplitude transmission functions, T , of the

component. The phase matching function is discussed in detail in Chapter 2. The joint

spectral intensity (JSI) of a photon pair source is defined as Θ × Ψ. Example JSIs are

shown in Figure 6.8a,b). The JSI describes the relationship between the frequencies of

signal and idler photons generated. The width along the diagonal (short axis) is given

by the pump photon bandwidth δωp, while the length along the antidiagonal (long axis)

is determined by the lesser of the spectral bandwidth of the phase-matching function or

the transmission windows. For the case of CW excitation (shown in Figure 6.8a), the

pump bandwidth is much smaller than the signal and idler spectral bandwidth, creat-

ing an elliptical JSI. Pulsed lasers, on the other hand, have narrow time domain signals

(broad specral bandwidths), resulting in a circular JSI. For the HOM effect, any form

of distinguishability can degrade the measured visibility. For the case of the CW pump

laser, it is possible that the generated signal and idler photons of the two rings have

slightly different frequencies. As shown in Figure 6.8c), the pump laser can generated

photon pairs at either the green or the orange location (marked in Figure 6.8a for clarity).

Since these frequencies are different, two nominally identical photon pairs sources with

CW pumping can still have non-unity HOM visibility. Pulsed excitation, on the other

hand, has a circular JSI, meaning that the photons generated have better overlap in the

frequency domain and can reach close to unity visibility.
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Figure 6.8: a) Joint spectral intensity of a CW ring resonator entangled photon pair
source. The main diagonal has width related to the spectral bandwidth of the pump
source, and the antidiagonal is set by the lesser of spectral bandwidth of the phase–
matching function or the transmission window. b) JSI of a pulsed laser showing the
broadening along the main diagonal which results in a separable bi-photon state. c)
Illustration of CW pumping with a signal and idler resonance. The pump mode is nar-
row relative to the resonance linewidth and can thus generate a variety of unique signal
and idler frequencies. The green and orange lines in a) are shown in the schematic in
c).

Although the results from the CW show the capability of the platform to create

quantum photonic integrated circuits, much more exciting work can be done. First, it is

expected that changing the pumping scheme from CW to pulsed would further improve

the visibility of the HOM circuit utilized for these experiments (as discussed in the pre-

vious section). When combining this new pumping scheme with recent improvements to

the facet quality via etching instead of polishing, the next generation of HOM circuits

is expected to have much better performance. Packaging of the chips and wire-bonding

of the heater pads can make the experiment more stable and capable of operating with-

out monitoring or realignment. Lastly, a redesign of the circuit with considerations for
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thermal management—such as the inclusion of thermal isolation trenches in between

components [12]—and additional phase shifters on the heralding ports 1 and 4 can ex-

pand the functionality of the circuit and make experiments more straightforward. With

all that being said, the preliminary results from the HOM circuit and integrated qubit de-

multiplexer experiment illustrate that the necessary components for integrated quantum

photonic circuits using III-V semiconductors have been established.
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Chapter 7

Conclusion and Outlook

This thesis was aimed at establishing the necessary components for integrated quantum

photonics using III-V semiconductor materials, including AlGaAsOI and InGaPOI. These

materials offer many advantages over other quantum photonic platforms, but should also

be developed in parallel and integrated with with foundry-processed silicon-based wafers

for scalable quantum photonics. In this work, we established many key steps toward

advanced functionality and quantum state engineering with these nonlinear material

platforms. The motivation behind this work was to establish quantum light sources that

require significantly less pump power to operate with high quality and rates, thus reduc-

ing the requirements of pump rejection filters and enabling lower loss implementations

of circuits already demonstrated with silicon photonics. The lower loss systems should

enable higher collection efficiency and higher heralding rates that can significantly reduce

the measurement time for many experiments. Although the progress here is consider-

able, there is much work to be done. The AlGaAsOI and InGaPOI fabrication device

yield is lower than silicon due to a less mature fabrication process and lack of fabri-

cation capabilities in a Tier-1 foundry, which makes the creation of large scale circuits

more challenging. Thus, a long-term direction may involve the integration of nonlinear
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quantum light sources based on III-V semiconductors with silicon nitride ultra-low-loss

waveguides. Since the quantum light is only generated in a small fraction of the entire

integrated circuit, one could envision this generation occurring in the nonlinear material,

while the rest of the circuit is made using a foundry-compatible platform like silicon or

silicon nitride. This integration has already been done for classical applications [1, 2], so

it is a logical step toward improving the functionality of quantum photonic circuits using

these nonlinear materials.

Additionally, the bulk of the work in this thesis focused on the generation of en-

tangled photon pairs or single photons at 1550 nm, which is motivated by the low-loss

transmission in standard silica optical fibers. The platforms discussed here are compati-

ble with various other wavelength ranges that can be explored for new applications. For

example, Chapter 5 demonstrated quantum key distribution at 1550 nm using deployed

optical fibers. Future work can also generate entangled photon pairs near 775 nm—a

transparency window of atmosphere—such that satellite-based and free-space quantum

communication systems can be created. Furthermore, broadband entangled-photon pair

sources are proposed in Chapter 3 but not implemented. These sources could offer a

route toward networking different quantum systems like trapped ions or single photon

emitters in diamond and interfacing them with a photon at 1550 nm such that the

information can be transmitted in fiber with low loss. This application opens a host

of new opportunities for efficient quantum interconnects. Lastly, simulations show the

capability of these highly nonlinear platforms to generate 16 dB of squeezing on chip,

which has great utility for continuous-variable quantum computing and communication

systems. The demonstration of such a large magnitude of squeezing would enable many

new applications. The results shown in this thesis are also based on four wave mixing

(a third-order nonlinear process), which is less efficient than parametric down conversion

(a second-order process). The transition to second-order nonlinear sources (which are
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designed in Chapter 3) can offer even more efficient photon pair sources with the added

benefit of easier pump filtering since the pump is at twice the frequency of the generated

light.

The final route toward expanding the systems developed in this thesis involves in-

tegrating more components onto the photonic chip. The circuits discussed in Chapter

6 include most of the critical components, but still have reduced efficiency due to off-

chip filtering, detection, and pumping. Packaging of the photonic chips could improve

the stability of the circuits and allow for easier measurements, but future work should

move toward full-scale implementation to reduce the overall system loss and enhance

the scalability. Waveguide integrated single photon detectors have already been demon-

strated [3], and higher extinction ratio filters have been designed [4] that could remove

the off-chip filter requirement. The integration with single photon detectors adds an

additional layer of functionality (and complexity due to the cryogenic temperatures re-

quired for superconducting nanowire single photon detectors). Thermal tuning becomes

almost impossible at these temperatures, so material systems with electro-optic capabil-

ities will be required — again, motivating the III-V nonlinear semiconductors discussed

in this work. Lastly, chip-scale laser integration could enable turnkey quantum circuits

and quantum key transmitters.

Thus, although this work demonstrates the benefits of highly nonlinear materials

like InGaP and AlGaAs, it is just the starting point for many new interesting quantum

photonics demonstrations. The lessons learned through the development of these material

platforms can be transferred to other material systems like GaN (which has a much larger

bandgap and can be used for UV/visible quantum photonics). The field of integrated

quantum photonics has started to grow rapidly, and the demonstrations in the next

decade will be at the forefront of quantum technology.
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Appendix

A1 Example Singles Scan

Figure A1: Example singles scan for an on-chip power of -15.14 dBm (30.6 µW). The
scan begins with the laser set to an off-resonance wavelength (at 430 seconds). The
laser is then swept to the resonance wavelength, reaching the resonance wavelength
at approximately 630 seconds. The laser is held at this wavelength for 360 seconds to
allow for the average singles rate to be determined.

To determine the singles counts for the signal and idler channels, the pump laser

was swept from an off-resonance wavelength to the resonance wavelength and held on

resonance for > 360 seconds. An example scan for an on-chip power of -15.14 dBm (30.6

µW) is shown in Figure A1. The measurement starts at 430 seconds, and the initial
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counts represent the off-resonance counts on the detector. Ideally, these counts would

be identical to the dark counts of the SNSPDs, but for larger on-chip powers, some of

the pump photons still reach the detectors. Starting at the 630 second mark, the laser

has reached the resonance wavelength (as shown by the sharp increase in single photon

counts). The resonator remains aligned for the remainder of the data collection, with

some oscillations due to variations in the fiber-to-chip coupling. The idler channel has

lower counts due to a larger filter loss on this channel relative to the signal channel.

A2 Example Coincidence Measurement

Figure A2: Example histogram showing the normalized coincidence counts (in counts
per second) as a function of the time delay. The data is from the device characterized
in Chapter 3 with record-high photon pair brightness. Here, -12.2 dBm of power into
the ring generates over 1200 coincidences per second.

An example histogram of a coincidence measurement at -12.2 dBm (60 µW) is shown

in Figure A2. The coincidence counts are collected until the accidental counts average to

a nonzero value (longer integration times for lower powers). Here, the coincidence rate
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(> 1200 coincidences per second) is sufficient that less than 1 minute of data collection

is necessary.

A3 CAR Measurement

Figure A3: Illustration of the CAR measurement. Here, data from the QKD protocol
used in Chapter 5 is used to illustrate the CAR calculation. The coincidence peak is
integrated over a roughly 1 ns window (corresponding to the FWHM) and shown in
green to collect the total coincidence count rate. The accidental counts are recorded
by integrating over the same time window away from the peak (shown in purple).
Here, the total coincidence count rate is 861.3 counts per second, and the accidental
counts are 105.7 counts per second, corresponding to a CAR of 8.15.

The coincidence to accidental ratio (CAR) of an entangled photon pair source is an

important metric describing the quality of both the source and experimental setup. To

measure CAR, a coincidence count trace is recorded, and the peak is integrated within

the full width at half maximum (FWHM) as shown in green in figure A3. The accidental

counts are measured away from the peak and integrated using the same time window.

Here, the total coincidence count rate is 861.3 counts per second, and the accidental

counts are 105.7 counts per second, corresponding to a CAR of 8.15. Since the coincidence
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FWHM is related to the biphoton correlation time (see Chapter 3), for a given source,

the same coincidence window can be used for all measurements.

A4 Additional HOM Measurement

Another HOM interferometer device was tested during the characterization of the cir-

cuit. A summary of the results for this device is included in Figure A4. The transmission

scan of the device while coarsely aligned is shown in Figure A4a). The blue trace shows

the output through port 1, and the orange trace shows the output through port 4. The

pump wavelength was selected near 1553.3 nm, and the signal and idler wavelengths were

selected at 1550.1 nm and 1556.5 nm. In panel b), the single photon and coincidence

count rates for the top ring source (ring 1) are shown as a function of the off-chip power.

Here, the source is efficient enough to generate > 2 million single photons per second

and coincidence count rates exceeding 4 kHz. The source is so efficient, in fact, that the

SNSPDs latch and cannot collect data at the powers above -23 dBm off-chip (indicated

by the black box). In panel c), the second ring is characterized, showing 300,000 single

photon counts per second and 400 coincidences per second. Notably, the second source

has much lower efficiency — the off-chip power of the second source is 7 dBm larger than

that of the first ring, but the coincidence rate is an order of magnitude lower. This is

largely due to a reduced quality factor of the second ring, and was part of the motivation

to pursue the device that is fully characterized in Chapter 6. Panel d) illustrates the

fourfold coincidence data for the HOM experiment with this device. The raw visibility

is 72 %. The fit shows a visibility of almost 90 %.

The device shown in this appendix has lower quality factor resonators < 100, 000 Q,

higher insertion loss < 20 dB per channel, and a greater variation in the performance of

the two ring sources. This device was from the Crazy Coral wafer 3 run, and had diced
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facets that were not polished. The device in the main body of this dissertation (from

Crazy Coral wafer 0) had much better performance with higher Qs, lower loss, and better

uniformity.

Figure A4: a) Transmission scan of the 8th device of Crazy Coral wafer 3. The blue
trace shows the output through port 1, and the orange trace shows the output through
port 4. b) The single photon and coincidence count rates for the top ring source (ring
1) are shown as a function of the off-chip power. The source is so efficient that the
SNSPDs latch and cannot collect data at the powers above -23 dBm off-chip (indicated
by the black box). c) The second ring is characterized, showing 300,000 single photon
counts per second and 400 coincidences per second. d) The fourfold coincidence data
for the HOM experiment with this device, showing a raw visibility of 72 %.
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A5 Device List for Experiments

Here, a list of device names and numbers for the experiments discussed in this thesis

is included for convenience and to allow for reproduction of the results.

A5.1 Chapter 3 Devices

Figure 3.7 shows characterization of devices fabricated by Weiqiang Xie and members

of John Bowers’s group before 2019. These AlGaAsOI ring resonators were fabricated

for classical integrated photonics applications and transferred to Prof. Moody’s group

for quantum experiments in 2019. The remaining experimental results of this chapter

are from ring 29 of these devices. In table 3.1, results from both ring 29 and ring 24 are

shown.

A5.2 Chapter 4 Devices

The edge coupler results in Figure 4.2 are from ring 29 of the initial devices fabricated

by Weiqiang Xie. The waveguide crossers (Figure 4.4), and MZIs (Figure 4.7) are from

the fabrication run “Ample Abode”. The photonic interleaver results (Figure 4.9) are

from the third wafer of the “Bongo Brook” fabrication run. The pulse shaper results

(Figure 4.11) are from the “Ample Abode” fabrication run called “AAJP Jul14” device

number 9.

A5.3 Chapter 5 Devices

The results for QKD are all from ring 29 fabricated by Weiqiang Xie. This device

was fully characterized in Chapter 3 and used as an ultra-efficient source of entangled

photon pairs for the QKD experiment.
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A5.4 Chapter 6 Devices

The results for the demultiplexing experiment are from the third wafer of the fabri-

cation run “Crazy Coral”. The HOM experiment used device 2 from the 0th wafer of

“Crazy Coral”, and the additional data shown in Appendix A4 is from the third wafer

of “Crazy Coral”, device number 8.
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