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Abstract

Artificial intelligence, machine learning and high-performance 
computing workloads are pushing electrical input/output to its limits 
in signal reach, energy efficiency and bandwidth density, turning 
optics from option to necessity. Complementary metal–oxide–
semiconductor-integrated silicon photonics offers a practical path 
forward by combining high-volume manufacturing with mature 
photonic building blocks. This Review presents progress across 
devices (on-chip lasers and semiconductor optical amplifiers, 
compact modulators, high-speed photodetectors, low-loss routing 
and efficient chip–fibre couplers), multimaterial integration (hybrid 
assembly, heterogeneous wafer bonding, microtransfer printing 
and monolithic epitaxy) and electronics co-design (digital signal 
processing, serializer/deserializer, stacked-driver topologies, bias 
control and thermal tuning) to show how total link energy is being 
driven towards the sub-picojoule per bit regime. We connect these 
advances to system architectures that are evolving from pluggables 
to linear-drive pluggables and co-packaged optics, and we discuss the 
trade-offs among bandwidth density, thermal design, yield and cost. 
We identify near-term bottlenecks, notably thermal pathways and 
manufacturing yield, and highlight technologies most likely to unlock 
the next jump in performance, including on-chip comb sources for 
dense wavelength-division multiplexing and wafer-scale 3D electronic 
and photonic stacks. The same platform is poised to impact optical 
compute input/output, sensing and quantum photonics, linking 
device-level innovation to system-level gains across computing and 
communications.
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increasing the volume of data that must shuffle among compute tiles. 
Transporting those bits consumes energy in the physical layer, typically 
expressed in picojoules per bit. For electrical I/O, energy scales with 
both channel length and data rate. Recent demonstrations achieve 
200 Gb s–1 over a 1-m-long high-performance cable5,6, but beyond that 
distance, the required power rises steeply. To meet bandwidth needs 
at multimetre to rack scale, the industry is therefore moving towards 
optical interconnects.

Historically, cost, physical size and power constraints have con-
fined optical modules to the upper tiers of data-centre networks, start-
ing at top-of-rack switches. Advances in photonic devices, packaging 
and manufacturing are breaking those barriers, enabling short-reach 
optical links and motivating the integration of photonics directly inside 
compute packages. Such co-packaged optics (CPO) promises much 
higher bandwidth density, lower energy per bit and flatter network 
topologies suited to both scale-up and scale-out applications7–9.

A major factor of this evolution has been the progress in silicon 
photonics, which offers seamless integration with electronics and 
exceptional manufacturing scalability10,11. Notable recent progress 
includes on-chip lasers with precise wavelength control, microring 
modulators (MRMs) for compact and efficient dense wavelength-
division multiplexing (DWDM) and high-speed photodetectors (PDs) 
co-designed with CMOS electronics. Together, these devices are push-
ing bandwidth density and energy efficiency towards the requirements 
of next-generation computing architectures12–14. The pace of progress 
in the past few years, coupled with growing commercial deployments, 
demands a fresh assessment of the field.

In this Review, we survey the core photonic and electronic build-
ing blocks that support silicon photonics-based interconnects, 
compare state-of-the-art integration strategies and their remaining 
challenges, highlight emerging applications from on-package optical 
memory interfaces to rack-scale disaggregated systems and outline 
future directions that could deliver petabit-per-second bandwidths 
at sub-femtojoule energy efficiencies.

Key components and evolutionary trends
Silicon photonics has progressed from isolated laboratory demon-
strations to high-volume platforms that integrate multiple optical 
functions on a single wafer. In this section, we examine the essential 
devices and the breakthroughs in materials and design that support 
the performance targets of modern data centres.

Fundamental building blocks
Integration-ready light sources and optical amplifiers, compact 
electro-optic modulators, high-speed PDs and low-loss waveguides 
with chip-to-fibre couplers form the foundation of silicon-photonics 
links (Fig. 1). Each of these devices is designed for CMOS-compatible 
fabrication. In the following sections, we outline their operating princi-
ples, highlight state-of-the-art performance and discuss the challenges 
that remain for scaling, energy efficiency and system-level innovation.

Lasers. Lasers are the engines of any photonic platform; however, 
the indirect bandgap of silicon has long prevented the realization 
of fully integrated sources. Early work therefore relied on external 
lasers, a choice that introduced optical interfaces, alignment steps 
and thermal overhead. Steady progress now makes on-chip solutions 
both feasible and preferable. In the 1990s, the development of opti-
cally pumped erbium (Er)-doped silica waveguide lasers15, followed 
by the first continuous-wave Raman silicon laser in 2005 (ref. 16), 

Key points

	• Optical interconnects offer higher bandwidth density and lower 
energy per bit than copper, and complementary metal–oxide–
semiconductor-compatible silicon photonics provides a scalable, 
cost-effective manufacturing path.

	• Core building blocks are now integration-ready for data-centre 
links: on-chip lasers and semiconductor optical amplifiers, compact 
modulators, high-speed photodetectors, low-loss waveguide routing 
and efficient chip-to-fibre couplers.

	• Multimaterial and 3D integration using hybrid, heterogeneous wafer 
bonding, microtransfer printing and monolithic epitaxy expands 
functionality, density and wavelength coverage, while enabling 
wafer-scale, multilayer electronic–photonic stacks.

	• Tight co-design with advanced electronics, including digital signal 
processing, serializer/deserializer, stacked-driver topologies, bias 
control and thermal tuning, aligns voltage and noise budgets, pushing 
total link energy towards sub-picojoule per bit.

	• System architectures are evolving from pluggables to linear-drive 
pluggables and co-packaged optics, trading electrical complexity, 
thermal design against bandwidth density, yield and cost.

	• Next steps include on-chip comb-enabled dense wavelength-division 
multiplexing, wafer-level burn-in/testing and wafer-scale 3D electronic– 
photonic integrated circuit stacks to reach petabit-scale interconnects, 
while complementary metal–oxide–semiconductor-integrated 
photonics expands into artificial intelligence/computing, sensing and 
quantum technologies.

Introduction
The computing industry has achieved sustained performance gains 
for decades, mainly through continued progress in device integration 
and scaling, as captured by the Moore’s law. Modern data extend this 
trend by packing more silicon compute capacities onto each package 
and by deploying ever richer system networks. A prevailing strategy 
in central processing unit (CPU) and graphical processing unit (GPU) 
design is therefore to increase the number of compute cores with 
advances in complementary metal–oxide–semiconductor (CMOS) 
technology1. This scaling of compute cores directly amplifies memory 
bandwidth requirements, which currently doubles approximately 
every 2 years2. Designers address the issue by boosting the data rate per 
memory-interface lane and by adding more memory channels. How-
ever, both measures increase package size and pin count, which compli-
cates signal routing and power delivery, adds thermal and mechanical 
stress and raises manufacturing cost. These challenges underscore a 
fundamental limitation: the shoreline bandwidth density, defined as 
the data bandwidth that can be delivered along the limited input/output 
(I/O) perimeter (‘shoreline’) of a silicon die. This parameter ultimately 
sets a hard ceiling on achievable bandwidth.

Bandwidth pressure has escalated even further with the rapid 
growth of artificial intelligence (AI), machine learning (ML) and other 
high-performance computing (HPC) workloads3. Model sizes alone 
have expanded by five orders of magnitude in the past 5 years4, sharply 
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demonstrated the feasibility of on-chip silicon light sources. However, 
true commercial impact only arrived with the advent of heterogeneous 
bonding of III–V gain chips to silicon17. These heterogeneous lasers, 
used in millions of optical transceiver products worldwide18, routinely 
beat native-substrate devices in linewidth19, wavelength tunability20, 
isolation-free stability21,22 and volume uniformity12.

The next leap came from quantum dot (QD) gain bonded to 
silicon22. QD lasers operate at higher temperatures, show longer 
lifetimes23 and achieve lower threshold currents, while also offering 
ultrafast gain recovery. These attributes make them ideal for on-chip 
mode-locked combs that drive DWDM links and clock recovery24. 
Their low linewidth enhancement factor further narrows emission 
spectra and tolerates optical feedback, eliminating bulky isolators 
and trimming both cost and power25,26. Collectively, these advances 
close the performance gap with off-chip sources while unlocking fully 
integrated, energy-efficient photonic systems.

Optical amplifiers. On-chip semiconductor optical amplifiers (SOAs) 
are gaining importance as photonic integrated circuits (PICs) grow 
larger and introduce higher optical losses. Heterogeneously integrated 
SOAs on silicon, first demonstrated soon after heterogeneous lasers27, 
can now be incorporated into the same process flow. They can be 
strategically positioned where loss is substantial and therefore reduce 
laser power budgets and improve system energy efficiency. Recent 
work targets on lower noise and wider bandwidth. Multistage cascaded 
SOAs built from low-dimensional quantum structures routinely achieve 
noise figures around 5 dB (ref. 28) and designs that trade modest gain 

for noise suppression have reduced this further to 3.7 dB (ref. 29), 
comparable to the performance of erbium-doped fibre amplifiers. 
Although these amplifiers still offer higher overall gain, SOAs with gain 
bandwidths exceeding 120 nm (ref. 30) are getting growing attention 
in DWDM links.

An alternative gain medium is Er-doped materials, which are fully 
compatible with CMOS deposition. Erbium-doped aluminium oxide 
(Er:Al2O3) offers an ultraviolet–mid-infrared window, low loss and high 
rare-earth solubility. Its wafer-scale films have produced ultra-narrow 
linewidth lasers with a linewidth of 1.7 kHz (ref. 31). Erbium-implanted 
silicon nitride (Si3N4) waveguide amplifiers already yield >30 dB 
small-signal gain and 145 mW output32. Additionally, atomic-layer 
deposition or vapour deposition promises seamless integration with-
out lattice-mismatch concerns. Together, these advances position 
on-chip amplifiers as essential building blocks for next-generation 
high-bandwidth PICs.

Optical modulators. The first silicon modulator, reported in 2004, 
included a metal-oxide–semiconductor (MOS)-capacitor (MOSCAP) 
Mach–Zehnder interferometer (MZI) and reached 1 Gb s⁻¹ (ref. 33). Most 
commercial devices still rely on MZI phase shifters driven by MOSCAP 
or carrier-depletion-effect junctions34. More recent designs, such as 
racetrack modulators and MRMs, now deliver the same functionality 
in footprints of only tens of micrometres, while also improving speed 
and energy efficiency35. MRMs trade size for a narrow optical band-
width and strong thermo-optic drift. Conventional thermal tuning is 
one-way and power-hungry, meaning that a mismatch of a few kelvins 
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Fig. 1 | Silicon photonics integrated with compatible metal–oxide–
semiconductor electronics. The silicon photonic integrated circuit (PIC), 
mounted on a printed circuit board, incorporates optical components, such 
as integrated lasers, modulators, optical amplifiers and photodetectors. 

Vertically stacked above the PIC is a compatible metal–oxide–semiconductor 
(CMOS) electronic integrated circuit (EIC) comprising drivers for the PIC, 
supported by transimpedance amplifiers (TIAs), digital-to-analog converters 
(DACs), analog-to-digital converters (ADCs) and clocking modules.
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between an off-chip laser and an on-chip ring can force a full retune 
of free spectral range.

Integrating the laser directly with the modulator eliminates this pen-
alty, as both sources share the same temperature and their III–V/silicon 
(Si) thermo-optic coefficients track closely. This keeps the ring on res-
onance with minimal bias power. Beyond devices made purely from 
silicon, researchers have integrated materials such as lithium niobate 
(LiNbO3)36, barium titanate (BaTiO3)37, transparent conductive oxides38 
and III–V compound semiconductors39 onto silicon, enabling electro-
optic bandwidths exceeding 100 GHz. However, realizing wafer-scale, 
cost-effective flows that integrate these materials with existing silicon 
lasers and germanium (Ge) detectors remains a key challenge40.

Photodetectors. Most silicon photonic transceivers use Ge-on-silicon 
(GeSi) waveguide PDs41, which provide broad bandwidth and are 
well established in commercial platforms. More recently, all-silicon 
waveguide-based PDs42 have emerged as a low-cost alternative. 
By exploiting mechanisms such as two-photon absorption, defect-
mediated absorption, photon-assisted tunnelling and the avalanche 
effect, these devices overcome the telecom transparency of silicon 
and achieve responsivity sufficient for high-speed optical signal detec-
tion. This enables high-speed signal detection43 and in-line power 
monitoring44 at lower costs than Ge or III–V-based PDs.

Meanwhile, QD PDs integrated into silicon photonics have 
achieved dark currents below 0.01 nA (ref. 45) while utilizing the same 
epitaxial layers and processing steps as QD lasers. This compatibility 
enables the realization of fully integrated silicon transceivers that 
combine both lasers and detectors on a single chip without the need 
for additional lithography masks46.

Passive waveguides. Silicon waveguides now attain losses as low as 
0.2 dB cm–1 (ref. 47), owing to the high silicon/silicon oxide index con-
trast (ηn  ≈ 3.48/1.44) and the side-wall-smoothing achieved through 
CMOS thermal oxidation and oxide stripping. They represent a clear 
advantage over the ≥1 dB cm–1 loss typical of III–V waveguides48 and 
foundries routinely integrate silicon waveguides into crossings, 
bends, tapers, gratings, arrayed waveguide gratings and multimode 
interference (MMI) devices49.

For longer paths and high-power routing, Si3N4 offers even 
lower propagation losses, reaching 0.034 dB m–1 (ref. 50). In current 
Si3N4 processes, high-temperature hydrogen-out-diffusion anneals 
(≥1,100 °C) still dominate the thermal budget, but low-temperature 
deuterated-oxide claddings are emerging as a drop-in alternative51. 
Si3N4 further offers a wide transparency window, a small thermo-optic 
coefficient and negligible nonlinear absorption losses, enabling high-Q 
filters and low phase-noise cavities52. It also withstands >300 mW input 
while maintaining <0.01 dB cm⁻¹ propagation loss, <0.001 dB 90°-bend 
loss and 0.015 dB interwaveguide transition loss53.

Chip-to-fibre couplers. Fibre-to-chip coupling largely fixes the loss 
budget, power draw and packaging cost of a photonic link. Two mature 
approaches dominate today: grating couplers (GCs) and edge couplers. 
GCs give surface access, enabling wafer-scale testing, space-division 
multiplexing and dense multiple-row fibre arrays. Conventional 
uniform GCs are limited to ≈−2.2 dB efficiencies and 30–40 nm 
operational bandwidths54. Through design innovations such as apo-
dization structures55, polysilicon overlays56, sub-wavelength57 and 
metal-reflected gratings58 and dual-level stacks59, efficiencies <1 dB loss, 
1-dB bandwidths >100 nm (ref. 60) and dual-polarization operation 

have been demonstrated. However, the efficiency–bandwidth product 
still falls below 60 nm, and many record devices require process steps 
outside standard foundry flows61.

Edge couplers achieve <1 dB loss through advanced mode 
converters62, index-matching claddings63, sub-wavelength 
gratings64 and trident tapers65. They are broadband (>100 nm) and 
polarization-insensitive, but scale only along one ‘beachfront’ that 
limits total fibre rows. To address these trade-offs, hybrid solutions 
are emerging that combine the advantages of both approaches. On an 
Si3N4 platform, vertically integrated silicon microlenses and 90° beam 
deflectors have enabled multirow, broadband coupling with 0.08 dB 
loss over 100 nm bandwidth. This architecture supports four rows 
of 80 fibres each, and embedding polarization beam splitter-rotators 
sustain >23 dB extinction ratio from 1,260 nm to 1,360 nm (ref. 53).

Multimaterial integration
Silicon alone cannot supply the gain, electro-optic response or ultra-
low-loss routing demanded by next-generation photonic systems. Add-
ing complementary materials, such as III–V components, Si3N4, LiNbO3, 
Ge, 2D layers and rare-earth-doped films, extends functionality while 
retaining CMOS volume manufacturing. Three integration families 
have emerged, namely, hybrid (chip-to-chip assembly), heterogeneous 
(die-to-wafer bonding) and monolithic (single-wafer co-fabrication). 
Each tackles mismatched lattices, thermal budgets and alignment 
tolerances in a different way. This section compares their trade-offs 
in efficiency, scalability and cost.

Hybrid integration. Hybrid integration is currently the most widely 
used approach in industry, combining independently fabricated 
chips on separate substrates into a shared platform that delivers the 
required optical, mechanical and electrical functions. The conventional 
approach uses fibre-coupled off-chip lasers linked to the PIC through 
fibre alignment units and polarization-maintaining fibres with optical 
isolators. Although straightforward, this process faces challenges 
of precise alignment requirements, coupling losses owing to mode 
mismatch and bulky packaging that limits scalability and complicates 
thermal management.

To address these issues, direct chip-to-chip coupling approaches 
(Fig. 2a) have been developed, including angled facets combined with 
GCs for vertical optical coupling66, vertical alignment pillars or inter-
mediate coupling elements for edge coupling67 and photonic wire 
bonds to address spatial displacements68. Among these methods, 
flip–chip bonding has gained particular attraction, as it enables device 
pre-screening, precise placement with micrometre-scale accuracy and 
dense interconnection through solder or micro-bump arrays, deliver-
ing high optical gain and output power69. Despite these advances, most 
hybrid laser attachments still rely on butt-coupling, in which large 
divergence angle of typical III–V lasers imposes stringent requirements 
on chip alignment in all dimensions. As a result, intermediate elements 
such as spot-size converters are typically required to match the laser 
mode to the silicon waveguide70.

Heterogeneous integration. Heterogeneous integration, in con-
trast to hybrid integration, bonds dissimilar materials directly onto 
a common substrate, enabling wafer-scale lithography and tight 
optical alignment. The technique widens the wavelength coverage of 
silicon photonics from gallium arsenide (GaAs)-based gain media with 
Si3N4 waveguides at ~900 nm (ref. 20), extending to quantum cascade 
lasers at 4.8 µm, while keeping CMOS-level cost and density71.
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Wafer bonding. One of the most popular heterogeneous integration 
approaches involves bonding unpatterned thin films of functional 
materials to silicon or Si3N4 wafers early in the process, after which 
device features are defined through post-bond lithography (Fig. 2b). 
Compared with hybrid integration approaches, this method shifts 
device manufacturing to the wafer level, enhancing integration density 
and cost-effectiveness by eliminating the need for active alignment72. 
It also enables large laser arrays with broad wavelength coverage, 
precisely aligned to the silicon photonic waveguides with the accuracy 
of CMOS lithography. Because the laser facets are formed in silicon 
rather than III–V materials and are protected by deposited dielectric 

films, they are not exposed to potential damage or contamination. This 
structural robustness translates into almost lossless optical coupling 
to silicon photonic circuits and best-in-class reliability72.

Heterogeneous integration uses various wafer-bonding meth-
ods, including polymer, metal and direct bonding. Polymer bonding 
is noted for exceptional tolerance to surface roughness and good 
thermal stability. Metal bonding, known for its low resistance and high 
thermal conductivity, is preferable for thermal management but may 
introduce optical loss and metal contamination. Direct bonding, form-
ing strong bonds through intermolecular forces without adhesives, 
has become the preferred technique. It enables the first electrically 
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pumped, silicon-based heterogeneous integrated laser in 2006 (ref. 17) 
and has since been adopted in the commercialization of 100 Gb s–1 
optical transceivers73. Building on this foundation, sequential wafer 
bonding extends the approach to multilayer structures. By mitigat-
ing index mismatches across different materials, it further broadens 
the operational wavelength range and improves device performance. 
An example is the integration of III–V/Si/Si3N4 configurations19, which 
combines ultra-low-loss passive routing with broadband, thermally 
stable gain.

Microtransfer printing. Microtransfer printing (Fig. 2c) represents an 
alternative heterogeneous integration approach, which adapts the 
die-level flip–chip integration technique to the device level. In this pro-
cess, densely packed III–V devices are picked from a source wafer with 
a poly-dimethylsiloxane stamp and then printed onto a pre-processed 
silicon photonics wafer through rate-dependent adhesion74, with 
entire arrays placed in only 45 s per cycle75. Alignment of <50 nm has 
been achieved76, but production tools typically guarantee ≲1 µm 
(ref. 74). Compared with wafer bonding, transfer printing sacrifices 
a degree of alignment accuracy but offers exceptional material flex-
ibility and pre-testability, enabling the integration of a wide range of 
functionalities not inherent to the base material.

Monolithic integration. Monolithic integration embeds III–V gains 
directly on silicon via epitaxial growth, providing excellent thermal 
paths at wafer-scale cost. However, differences in lattice constants, 
thermal expansion coefficients and material polarities generate various 
defects, including threading dislocations, stacking faults, misfit disloca-
tions and antiphase domains (APDs), all of which supress optical gain 
and shorten device lifetime. Threading dislocations and stacking faults 
can be mitigated by thermal cycle annealing, dislocation filter layers 
and compositionally graded buffers. Asymmetric step-graded filters, 
for instance, have reduced threading dislocation density to 1 × 106 cm–2 
in ref. 77. Misfit dislocations can be addressed using strained quantum 
well (QW) trapping layers, which achieve up to 90% removal78. APDs, 
in turn, can be eliminated through nano-patterned V-grooved surfaces79 
or by using commercially available gallium phosphide on silicon wafers, 
both of which provide CMOS-compatible substrates80.

Building on these advances, monolithic III–V/Si growth has pro-
gressed steadily. Early achievements included the first continuous-wave 
lasers on miscut silicon, the development of APD-free buffers and 
CMOS-compatible substrates and later the introduction of advanced 
doping and new active layers, each extending device lifetime and output 
power26. A particularly important breakthrough has been the replace-
ment of QW gains with QDs, which improves defect tolerance and has 
enabled silicon-grown QD lasers that now rival QW devices81. Dem-
onstrations span sub-milliamp threshold microrings82, mode-locked 
lasers with wide mode-locking regimes83, as well as distributed feedback 
(DFB) lasers84 and tunable lasers85 with high side-mode suppression 
ratios. More recent progress includes active–passive co-integration 
on 300 mm patterned silicon wafers86,87 and efficient light coupling 
into silicon waveguides88 (Fig. 2d). Although monolithic integration 
remains less mature than hybrid and heterogeneous approaches, 
the gap is closing quickly.

Looking beyond III–V materials, other materials are now being 
explored to expand device functionality. Phase-change materials 
(PCMs) and rare-earth-doped films can be sputtered or thermal evapo-
rated directly onto silicon, adding non-volatile tuning or on-chip gain 
without bonding or epitaxial growth. The phase-change compound 

Ge2Sb2Te5 and related PCMs combine large refractive index contrast 
with tunable optical absorption, enabling low-power optical logic, 
microwave photonics links and neuromorphic or in-memory photonic 
processors89–92. Key challenges, including cycling endurance, switch-
ing energy and uniform wafer-scale fabrication, remain active areas of 
research in material engineering and process optimization.

Trends and prospects
Multimaterial silicon photonics now defines every roadmap for band-
width scaling. Ultra-low-loss Si₃N₄ resonators enable hertz-linewidth 
hybrid integrated lasers with CMOS-ready process51. Active compo-
nents such as high-bandwidth modulators93 and high-speed PDs94 fur-
ther increase link density. The shipment of tens of millions of bonded 
III–V/Si lasers demonstrates manufacturability, yet challenges in yield, 
thermal design and automated packaging remain.

On-chip laser integration. Silicon photonics has progressed from 
the first 4 × 12.5 Gb s–1 coarse wavelength-division multiplexing chips 
in 2011 (ref. 95) to >8 million PICs carrying 32 million wafer-bonded 
on-chip lasers in 100–400 Gb s–1 pluggable optical transceivers in 2022 
(ref. 96). This progression shows that integrated light sources can scale 
with Moore-like economics. Wafer-scale bonding improves cost, reli-
ability, channel density, bandwidth and compactness. It also enables 
efficient wafer-level burn-in and testing, in which devices are stressed 
under controlled conditions to screen for early failures and stabilize 
performance. The same process can co-bond SOAs, supporting 1 × N 
lasers sharing or boosting power margins. These benefits come with a 
more complex fabrication flow. High-yield die bonding, III–V substrate 
removal and robust thermal pathway engineering are essential to keep 
lasers and SOAs within their lower operating temperature window rela-
tive to nearby electronics. Integrating light sources before packaging 
reduces the dominant packaging cost component but requires that 
reliability and calibration be secured earlier in the manufacturing 
line. Wafer-scale burn-in and testing therefore become essential, not 
only to verify device lifetime and stability but also to improve laser 
performance by annealing active-region defects during the process.

Towards 3D multilayer silicon photonics. The move from planar 
PICs to vertically stacked, 3D photonic chips97 overcomes reticle-size 
limits. This approach accommodates far more devices per package, 
a capability that is crucial for data centres and AI workloads. Stacked 
tiers also unlock new architectures. For example, integrated comb 
sources increase total throughput while reducing laser power. 
Wavelength-division multiplexing places modulators, detectors and 
waveguides onto one vertically unified platform. A flagship demon
stration, shown in Fig. 2e, combines monolithic and heterogene-
ous processes to integrate III–V gain materials with ultra-low-loss 
Si3N4 waveguides (<0.5 dB m–1). The incorporation of high-Q cavities 
reduces laser noise to levels comparable with fibre lasers, eliminating 
isolators and supporting low-noise heterodyne microwave generation 
on a single silicon substrate21.

Scaling towards optical system-on-chip architectures, from initial 
intercore links to fully integrated on-chip networks, demands photonic 
stacks that can operate reliably in hot processor environments while 
remaining economical at wafer-scale volumes. To meet this demand, 
both industry and academia are exploiting CMOS manufacturing to 
integrate more functions per die, with heterogeneous III–V/Si plat-
forms that include on-chip lasers advancing most rapidly (Fig. 2f). 
Scalability efforts are driven by system-level metrics such as bandwidth 
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density, energy efficiency and latency, with full-system energy targets 
of roughly 100 fJ bit–1, of which only 10–20 fJ bit–1 can be allocated to 
the optical source98. Meeting these targets is critical for future HPC and 
data fabrics interconnects to clearly outperform advanced electrical 
links. Looking ahead, silicon photonics must resolve trade-offs in mul-
timaterial integration: heterogeneous approaches offer flexibility and 
proven manufacturability, whereas monolithic systems promise higher 
performance but greater fabrication complexity. Balancing these 
approaches is necessary to optimize cost, yield and system efficiency 
for large-scale deployments.

Building blocks of electronics
The speed, energy efficiency and reliability of a photonic link are ulti-
mately determined by the electronics that bias, drive and recover the 
optical signals. Four functions are paramount: digital signal process-
ing (DSP), serializer/deserializer (SerDes) macros, high-speed drivers 
and bias control.

Digital signal processing and SerDes
DSP and SerDes technologies manage data flow and signal integrity 
across multiwavelength links. Long-haul and metro communication 
systems with ≤40 km rely on coherent transceivers. These transceiv-
ers combine advanced DSP, featuring chromatic dispersion, polari-
zation and nonlinear compensation, with SerDes lanes operating 
at >200 Gb s–1. Together, they provide clock and data recovery, equali-
zation and forward-error correction99. Short-range links with <100 m 
instead use intensity-modulated direct-detection (IMDD) to reduce 
power by trimming DSP and forward-error correction and still employ-
ing adaptive equalization and lightweight coding. Across all regimes, 
DSP extends reach and capacity, whereas SerDes bridges electrical 
and optical domains.

Voltage requirements for CMOS compatibility
Realizing the full potential of silicon photonic components 
requires co-engineering with driving electronic circuits to achieve 
high-precision modulation, detection and amplification of optical 
signals. Voltage compatibility is central, with MRMs, PDs, lasers and 
SOAs operating from CMOS-friendly rails provided by either dedi-
cated power delivery ICs or on-die thick-gate oxide CMOS transistors. 
High-speed drivers adopt a two-stage topology: a linear pre-driver 
lifts sub-volt CMOS logic to an intermediate level, and the main driver 
produces the modulation voltages required for photonic devices. 
In MRMs, for instance, driver circuits must deliver modulation volt-
ages ranging from 1.8 V to 3.6 V peak-to-peak (Vpp) while minimizing 
signal distortion and power dissipation. This precision is particularly 
important in DWDM systems, in which accurate modulation ensures 
optimal bandwidth utilization and reliable system performance. MRMs 
are widely used in IMDD transceivers for DWDM systems owing to 
their ability to precisely align with individual laser wavelengths100,101. 
Frequency tuning of an MRM is typically achieved through thermal 
adjustment, in which a thick-gate transistor drives a resistive heating 
element to match the desired laser wavelength102. Beyond tuning, 
these transistors also provide bias voltages for other photonic devices, 
including PDs, lasers and SOAs, ensuring synchronized operation of 
the entire photonic system.

High-speed circuit design for modulation
The precise voltage requirements of photonic devices heavily influence 
the design of electronic circuits. Thick-gate oxide CMOS transistors 

remain well suited for direct-current and low-frequency biasing where 
their robustness and tolerance to higher voltages are advantageous. 
However, high-speed modulation requires advanced CMOS process 
nodes with thinner gate oxides, shorter channels and faster transistors, 
which can handle rapid voltage swings and maintain signal integrity. 
Drivers for multi-tens-of-gigahertz operation must handle transitions 
across different voltage domains while maintaining signal integrity. 
A common solution is the stacked transistor topology, which enables 
output driver to deliver modulation voltages up to twice the nominal 
CMOS supply102,103 (Fig. 3). This design introduces dual supply-voltage 
paths and additional level-shifting circuitry to bridge the normal sup-
ply and doubled-voltage domains. Even with this added complexity, 
it remains CMOS-compatible and meets the rigorous performance 
demands of high-speed photonic systems.

Link architecture for bandwidth and efficiency
Beyond DSP, SerDes and driver circuits, the overall efficiency and scal-
ability of a silicon photonic system also depend on the architecture 
of the optical links that connect photonic and electronic components. 
To meet growing bandwidth demands and reduce power consump-
tion, two primary link architecture strategies are being pursued. One 
approach drives each channel to higher line rates, thereby reducing 
the total wavelength count104. The other maintains modest per-channel 
rate but spreads traffic across a larger number of wavelengths105. These 
choices reshape the power budget: at higher data rate, CMOS circuit 
power dominates, whereas at lower data rates, CMOS circuit power 
contracts and the fixed laser power becomes more dominant.

Figure 3 illustrates a general N-channel DWDM optical link archi-
tecture, comprising an integrated N-wavelength on-chip integrated 
DFB laser array, SOAs, MRMs, ring demultiplexers and high-speed 
PDs. A closer look at the transmitter35 (Fig. 3a) shows a flip-chip assem-
bly of electronic integrated circuit (EIC) and PIC. In the PIC, an eight-
wavelength DFB laser array feeds an optical multiplexer, with each 
lane modulated by its own MRM that integrates a driver, photocurrent 
sensor, resonance tuning heater and thermal control unit (TCU).

Transmitter. In Fig. 3b, the optical transmitter (Tx) receives an external 
half-rate clock. The signal is first converted to CMOS levels and distrib-
uted to each Tx channel via on-die transmission lines. It then undergoes 
duty-cycle correction and division to produce four-phase quarter-rate 
clocks, which drive the 4:1 serializer. The full-rate pre-driver stage 
generates the inputs for the doubled-voltage driver, delivering 1.8 Vpp 
to modulate the MRM.

Thermal control unit. Conventional sensing schemes for MRM ther-
mal control rely on external monitor photodiodes, which add multi-
ple electro-optical interfaces and limit integration. By contrast, the 
reverse-biased p–n junction within the MRM generates a photocurrent 
that directly reflects the average absorbed optical power, enabling 
intrinsic monitoring without additional components. The TCU, in 
Fig. 3c, uses transimpedance amplifiers (TIAs) to amplify both the ring 
photocurrent and the input monitor PD photocurrent, and then adjusts 
their ratio to maintain precise spectral alignment between the ring res-
onators and the laser array. In addition to the TIA, the TCU incorporates 
a 32-bit counter, a sigma-delta modulator, a current digital-to-analog 
converter and a square-root compression circuit. Together, these 
components drive the power digital-to-analog converter, enabling 
sub-picometre resonance tuning and ensuring consistent performance 
across all wavelength channels.
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Receiver. The optical receiver (Rx)14 in Fig. 3 starts with a Ge-based PD. 
Its current signal is amplified by a regulated shunt feedback TIA, which 
determines the sensitivity, noise and high bandwidth of the receiver. 
Equalizers then correct bandwidth-limited impairments. The signal is 
translated to CMOS levels by an integrating sample-and-hold circuit, 
followed by an amplifying stage and regenerative latches. A quadrature 
phase rotator in the clock path fine-tunes the sampling phase, enabling 
reliable high-speed data recovery.

Energy efficiency. The energy efficiency of electronic circuits is a 
key factor in the overall performance of photonic systems. Driver 
circuits, TIAs, DSP and SerDes all contribute to the power budget, 
and their optimization is necessary to meet the stringent energy 

targets of modern applications. Figure 3f compares the energy per 
bit of TIAs, Rxs and Txs implemented in different processing tech-
nologies. At the front end, the TIA, as the first active stage, sets the 
link noise floor and the minimum optical sensitivity, with recent 
CMOS advances reducing its consumption to below 0.1 pJ bit–1 
(ref. 106). Building on this, complete Rxs now consume 0.96–4.4 pJ 
bit–1 at 50–100 Gb s–1, with the best energy efficiency achieved in 7 nm 
process technology107. On the Txs side, DWDM channels operate at 
25–112 Gb s–1 per wavelength, with state-of-the-art designs at 25 Gb s–1 
requiring just 0.8 pJ bit–1 (ref. 108). Together, these results underscore 
how aggressive process scaling and co-optimized circuit-photonic 
design can deliver substantial energy savings across the optical  
I/O chain.
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Fig. 3 | Representative architecture of microring modulator-based optical 
transmitters leveraging dense wavelength-division multiplexing. a, A dense 
wavelength-division multiplexing (DWDM) optical transmitter (Tx). b, Circuit 
diagram of a per-channel modulator driver. c, Circuit schematic of ring 
thermal control unit (TCU). d, Schematic of a complete DWDM optical link. 
e, Photograph of an electronic integrated circuit (EIC) mounted atop a photonic 
integrated circuit (PIC) on a printed circuit board. f, Comparative analysis of 
energy efficiency achieved in different optical transceiver sub-modules using 
different process technologies. g, Schematic of receiver circuit. AFE, analog 
front-end; C2, half-rate clock; C4, quarter-rate clock; CTLE, continuous-
time linear equalization; DCC, duty-cycle correction; Div, clock divider; 

DMUX, demultiplexer; GND, ground; iPH, photocurrent; I-DAC, current-output 
digital-to-analog converter; LUT, lookup table; MRM, microring modulator; 
MSB,  most significant bit; MUX, multiplexer; P-DAC, power digital-to-analog 
converter; PD, photodetector; PI, phase interpolator; Pin, input power; 
PRBS, pseudorandom binary sequence; Rsense, sensor transimpedance amplifier 
feedback resistance; Rref, reference transimpedance amplifier feedback 
resistance; Rx, receiver; SERDES, serializer/deserializer; SOA, semiconductor 
optical amplifier; TIA, transimpedance amplifier; VDD,  supply voltage. Parts a–c 
are adapted with permission from ref. 102, IEEE. Part e is adapted with permission 
from ref. 104, IEEE. Part g is adapted with permission from ref. 14, JSAP.
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Integration and development pathway
The integration of photonic and electronic dies, whether monolithi-
cally or through hybrid 2D, 2.5D and 3D assembly, has become a pivotal 
system-level decision. This section compares the leading integration 
frameworks, highlights their trade-offs in cost, bandwidth density, 
thermal management and yield and outlines a roadmap towards full-3D 
electronic–photonic integration.

Monolithic integration of CMOS and silicon PICs
Although conceptually similar to the monolithic integration of addi-
tional materials within silicon photonics, discussed earlier in the section 
‘Multimaterial integration’, the efforts to combine EICs and PICs into 
monolithic electronic–photonic integrated circuits (EPICs) is a separate 

topic and presents distinct challenges. The mainstream strategy is to 
design photonic components that can be fabricated directly within 
existing electronic process nodes, with only minimal modifications to 
the established fabrication flows (Fig. 4a). At first glance, this seems 
to be the most straightforward solution. It eliminates the need for 
interconnection pads and bumps between separate chips, reducing 
impedance mismatch and notably simplifying packaging. Co-locating 
driving electronics near active photonic components also enables 
nearly parasitic-free operation, which greatly improves overall system 
performance.

In practice, however, fabrication remains complex. Photonic and 
electronic devices differ in size, geometry, material stacks and thermal 
budgets, leading to substantial barriers for co-integration. The most 
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notable challenge is scale: photonic components are much larger than 
electronic devices in advanced nodes. Consequently, monolithic plat-
forms have so far been demonstrated only in older process nodes, such 
as 45 nm and 32 nm (ref. 109), well behind state-of-the-art fin field-effect 
transistor technology. This mismatch compromises transistor per-
formance, increasing energy consumption and fanout delays, while 
offering only modest photonic improvements, such as higher volt-
age tolerances from thick-gate devices. Reported platforms also lag 
behind their counterparts in waveguide losses, PD responsivity and 
PD bandwidth110. These issues reflect conflicting trade-offs in process 
node requirements. Older nodes accommodate the larger footprint 
of photonic structures but limit transistor performance, whereas 
advanced nodes improve transistor speed but constrain photonic 
design. Integrating both domains on a single die further introduces 
competition for silicon area, increasing the overall chip size. Costs 
add another constraint: embedding photonics within advanced CMOS 
nodes, which evolve every 18–24 months, adds notable expense and 
raises questions about long-term sustainability.

Despite these challenges, progress continues. An early example was 
a 4 × 10 Gb s–1 DWDM transceiver chip demonstrated in 2007, integrat-
ing photonic and electronic functions on a single silicon-on-insulator 
substrate111. More recently, a 45 nm EPIC platform112 has delivered a 
dual-channel receiver at 0.9 pJ bit–1 energy efficiency up to 40 Gb s–1 
(ref. 113), and on-chip feedback has stabilized quantum-correlated 
photon-pair sources in microrings114. Meanwhile, industry adoption has 
leaned towards fabricating discrete PICs and EICs to decouple their pro-
cess flows, allowing each to use the most suitable node. This approach 
has already proven successful, with more than two million pluggable 
optical transceiver modules shipped by 2018 (ref. 115).

Looking ahead, research is targeting tighter co-design of elec-
tronics and photonics, smarter power distribution and selective use 
of hybrid add-ons to bridge remaining optical gaps. Although mono-
lithic EPICs still face strong competition from hybrid assembly, their 
potential to streamline packaging and reduce costs keeps them under 
active investigation. Whether this approach can ultimately deliver 
superior cost-effectiveness across diverse applications remains an 
open question.

Hybrid assembly of CMOS and silicon PICs
Currently, the hybrid assembly of CMOS EICs and silicon PICs remains 
the dominant strategy to integrate photonic and electronic functionali-
ties. Unlike monolithic integration, hybrid assembly maintains separate 
fabrication processes for each technology and then combines them 
at the packaging level. This separation allows each domain to be inde-
pendently optimized: electronics can use the most advanced CMOS 
process nodes, whereas photonics can build on established silicon 
photonics platforms tailored for optical performance116. Over the 
years, the hybrid method has evolved through multiple integration 
schemes, including 2D, 3D and 2.5D architectures, each presenting 
distinct trade-offs in terms of interconnect density, signal integrity, 
thermal management and cost.

Two-dimensional integration. Early hybrid modules followed a 2D 
integration approach, in which separate CMOS and PIC chips were 
mounted side-by-side on the same package substrate, interconnected 
via wire bonds (Fig. 4b). Examples range from a five-channel microring 
transmitter at 25 Gb s–1 per channel117 to a 112 Gb s–1 pulse-amplitude 
modulation with four levels MRM transmitter with on-chip lasers 
and a co-packaged CMOS driver118. This method is relatively simple, 

which eases the packaging process, but suffers from several draw-
backs. Wire bonds introduce latency, impedance mismatches and 
parasitic of 0.5–1.0 nH mm–1 (ref. 119), which restricts bandwidth to 
<30 GHz in high-speed applications. Compared with more advanced 
3D integrations, 2D approaches typically exhibit lower energy effi-
ciencies (>5 pJ bit–1) owing to larger interconnect losses, higher driver 
power requirements and thermal constraints. Additionally, the lat-
eral placement of components limits bandwidth density, as EIC–PIC 
interconnects can only run along a single chip edge.

Three-dimensional integration. To overcome the limitations of 2D 
integration, 3D stacking techniques were developed, in which EICs 
and PICs are vertically integrated using advanced interconnects 
such as through-silicon vias, copper pillars and microsolder bumps106 
(Fig. 4c). This architecture shortens interconnect lengths, which 
decreases signal losses and power consumption, enhances bandwidth 
and reduces latency. The tighter stacking shrinks the overall module 
footprint while also enabling finer interconnect scaling. Progress 
in direct bonding, photolithography and wafer-level alignment has 
pushed bump pitch from 40–50 µm in early multichip modules120 to 
10–40 µm in advanced process lines121, with prototypes showing 2 µm 
die-to-wafer bonding122 and even 400 nm wafer-to-wafer bonding123.

Despite these advantages, 3D integration presents challenges 
related to thermal management. Vertical stacking increases power 
density, which can impair the performance of thermally sensitive 
devices such as resonators and lasers. Effective thermal dissipation, 
using advanced thermal interface materials and efficient heat spread-
ers, is therefore essential for stable operation. Manufacturing also 
faces sub-micrometre alignment tolerances that reduce yield, along 
with the need to ensure compatibility across diverse material systems 
and fabrication processes97.

Two-and-a-half-dimensional integration. As a compromise between 
2D and 3D integration, 2.5D architectures leverage silicon interposers 
or redistribution layers to bridge CMOS and PIC chips with high-density 
interconnects (Fig. 4d). In this scheme, EICs and PICs are separately 
fabricated and then mounted onto a common silicon or glass inter-
poser, which acts as a dense, high-speed interconnection fabric124,125. 
2.5D assembly offers improved bandwidth density and reduced latency 
compared with 2D integration. At the same time, it avoids many of the 
thermal challenges associated with 3D stacking110. This has made 2.5D 
integration attractive for high-performance applications such as opti-
cal transceivers and AI accelerators, in which both power efficiency and 
interconnect density are paramount. The trade-off, however, is that the 
additional interposer layer increases manufacturing complexity and 
cost, making it less suitable for cost-sensitive applications.

Market trends and innovations
Advances in integration have turned silicon photonics into a market 
exceeding $3 billion, projected to grow at a compound annual growth 
rate of >20% (ref. 126). As bandwidth requirement increases, reducing 
power losses and signal degradation from copper interconnects has 
become critical. To address this issue, photonic modules are moving 
closer to the host application-specific integrated circuit (ASIC), evolv-
ing from pluggable modules to on-board optics (OBO) and now to CPO 
positioned beside the switch or accelerator die (Fig. 4e).

This shift towards tighter integration fundamentally reshapes the 
role of electronics in silicon photonics. Architectures such as pluggable 
optics, OBO, CPO and linear drive pluggable optics (LPOs) each impose 
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unique requirements on integration density, signal integrity and power 
efficiency. The following section traces how these market drivers and 
technical advances are steering the roadmap towards ever-deeper 
photonic–electronic integration.

Pluggable optics. Pluggable transceivers have been the workhorse of 
high-speed optical communications in data centres and telecommu-
nication networks for more than a decade. State-of-the-art modules, 
operating at 50–100 Gb s–1 per lane under multisource agreements, 
achieve energy efficiencies of around 15–30 pJ bit–1. However, as data 
rates increase to 400 Gb s–1, 800 Gb s–1 and beyond, pluggable optics 
face growing challenges. Long copper traces between the ASIC and 
the pluggable module degrade signal integrity, which requires higher 
driver power and limits the achievable bandwidth. Thermal manage-
ment also becomes increasingly difficult at these speeds, with heat 
dissipation emerging as a critical limit to reliable operation. These 
challenges are driving the industry to explore alternative packag-
ing solutions that shorten electrical paths and to minimize insertion 
losses. However, pluggable modules remain widely used, valued for 
their modular flexibility, high interoperability and mature manufac-
turing ecosystem. They also continue to evolve: coherent optics and 
other innovations are extending their capabilities, with 1.6 Tb s–1 mod-
ules already been introduced to support the scaling demands of AI 
infrastructure127.

On-board optics. OBO represents a middle ground between pluggable 
transceivers and CPO. By placing optical engines directly on the host 
board, OBO shortens the electrical paths between the transceivers and 
switch ASICs, reducing signal loss and lowering power consumption. 
Initial demonstrations are found in HPC systems128, and a multisource 
agreement has since defined modules operating at 400 Gb s–1 and 
800 Gb s–1 rates. Despite these advances, OBO provides only limited 
improvement in switch-to-module channel length and occupies sub-
stantial footprint on the main printed circuit board. As a result, industry 
adoption has been modest, with focus quickly shifting towards CPO 
solutions that offer tighter integration.

Co-packaged optics. Although pluggable transceivers have long 
been the mainstay of Ethernet connectivity in data centres, the mid-
2010s marked the start of CPO development. CPO improves power 
efficiency, density and cost-effectiveness by placing the optics close to 
Ethernet switches, which shortens electrical channels and reduces their 
associated power. A major milestone came in 2020, when a 12.8 Tb s–1 
Ethernet switch with CPO transceiver engines was demonstrated. The 
CPO engines, built from PICs with integrated lasers, delivered 1.6 Tb s–1  
of optical capacity, achieved a 40-fold improvement in bandwidth 
density and more than 30% reduction in power consumption18,129. 
By 2023, multiple companies have introduced their own CPO-based 
Ethernet switches130–132. Unlike the 2020 prototype, these implementa-
tions relied on discrete EICs and PICs powered by fibre-coupled remote 
laser modules. Separating the lasers from the engines allows higher 
bandwidth density but adds complexity, as laser packaging increases 
assembly cost and introduces optical loss penalty.

Linear drive pluggable optics. LPOs gained momentum in 2023 as 
an energy-efficient alternative solution for network connectivity. 
Unlike traditional pluggable modules, LPOs eliminate the bulky and 
costly retimer DSP inside the optics and instead rely on the switch 
SerDes to drive signals directly. This reduces latency and lowers power 

consumption by ~40% (ref. 133). Compared with CPO, LPOs repre-
sent a more immediate upgrade path for existing pluggable optics, 
although they demand more challenging signal integrity design and 
higher-quality printed circuit board package and connectors. Current 
implementations mainly use SiGe bipolar CMOS technology134. This 
platform supports the initial demonstrations, but its scalability to 
higher data rates remains uncertain. The linear drive technique is also 
being explored in CPO frameworks, with initial demonstrations using 
embedded continuous-time linear equalizers (ref. 135). Meanwhile, 
research is advancing to scale optical connectivity for AI/ML fabrics, 
where DWDM wavelength count, lane rate, fibre count and polariza-
tions are treated as design vectors, each contributing to sustained 
bandwidth growth136.

The diversity of applications
As components become more mature, silicon photonics is expand-
ing beyond traditional datacom into computing, sensing and 
emerging quantum systems. These applications show how tailored 
photonic–electronic co-integration is turning device-level advances 
into system-level benefits, ranging from sub-picojoule per bit optical 
I/O for AI accelerators to neuromorphic processors.

Communications and interconnects
The potential of silicon photonics in communication and interconnect 
applications is demonstrated through various technologies, includ-
ing IMDD transceivers based on Mach–Zehnder modulators73,137 and 
MRMs101,138, coherent transceivers83 and photonic switches139. A key 
advancement in DWDM optical communication links, particularly for 
emerging optical compute I/O, is the integration of flip–chip assem-
bled CMOS EIC on a PIC. The demonstrated link operates at 32 Gbps 
per channel with a bit error rate of <1 × 10–12 across eight wavelengths, 
achieving a total fibre bandwidth of 256 Gbps (ref. 104). The reported 
Tx, Rx and optical energy efficiencies are 1.35, 3.8 and 1.94 pJ bit–1, 
respectively, for a total link energy efficiency of 7.08 pJ bit–1. As CMOS 
process nodes continue to advance, power consumption is expected 
to decrease further, facilitating broader adoption of photonics in HPC.

Computation expansion with AI/ML integration
Silicon photonics is moving beyond traditional networking into com-
putation, driven by the bandwidth growth of AI/ML workloads136. 
Training large language models already links more than 50,000 tensor 
processing unit chips140, demanding robust, high-speed channels that 
can seamlessly link chip-level, cluster-level and data-centre-level com-
ponents. Traditional digital electronics, such as GPUs and ASICs141,142, 
are facing mounting challenges, such as millisecond-level latency, 
high energy consumption, excessive heat production and elevated 
interconnect costs143,144.

Integrated photonic devices provide a path forward. MMIs and 
related components offer low-latency, high-bandwidth tensor pro-
cessing and neuromorphic computing. When co-packaged or chiplet-
mounted with CMOS-driven electronic control circuits, they scale 
to meet AI fabric demands. A recent 4 Tb s–1 bidirectional optical-
compute-interconnect chiplet combines a laser-integrated PIC with 
a CMOS EIC via radiofrequency through-silicon vias96. Driven directly 
from fifth-generation peripheral component interconnect express 
(PCIe Gen 5) ports, it enables CPU-to-CPU optical links without retim-
ing, targeting 5 pJ bit–1 energy efficiency and <10 ns latency — well 
beyond the performance achievable with state-of-the-art pluggable 
optics96.
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Glossary

Antiphase domains
(APDs). A crystalline defect region 
in which two adjacent domains of a 
compound semiconductor are shifted 
by a lattice translation.

Arrayed waveguide gratings
A photonic device that spatially 
separates or combines optical signals 
of different wavelengths using an 
array of waveguides with incrementally 
varied lengths.

Asymmetric step-graded 
filters
An optical filter composed of multiple 
layers with stepwise and non-uniform 
refractive index changes, designed 
to achieve asymmetric transmission 
characteristics.

Atomic-layer deposition
A vapour-phase thin-film synthesis 
technique based on sequential, 
self-limiting surface reactions that 
enable atomic-scale control of 
thickness in material growth on 
substrates.

Avalanche effect
A nonlinear carrier multiplication 
process in which energetic charge 
carriers gain sufficient energy to ionize 
atoms through collisions, generating 
additional carriers.

Bit error rate
A performance metric in 
communication systems defined as the 
ratio of incorrectly received bits to the 
total transmitted bits.

Burn-in
A reliability testing process in which 
a device is operated under elevated 
stress conditions for a defined period 
to accelerate early failures and ensure 
long-term stability.

Coarse wavelength-division 
multiplexing
A technology that multiplexes several 
widely spaced wavelengths of optical 
carrier signals onto a single optical fibre 
or waveguide.

Complementary metal–oxide–
semiconductor
(CMOS). A semiconductor technology 
integrating complementary pairs 
of p-type and n-type metal–oxide–
semiconductor field-effect transistors 
to implement logic functions.

Continuous-time linear 
equalizers
An analog filter that compensates 
for frequency-dependent losses in 
high-speed electrical interconnects.

Co-packaged optics
(CPO). An integration approach 
that places optical engines in 
close proximity to switching 
application-specific integrated circuits 
within a single package.

Dark currents
A current that flows through a 
photosensitive device even in 
the absence of incident light.

Defect-mediated absorption
A sub-bandgap optical absorption 
process in which photons are 
absorbed via electronic states 
introduced by defects or impurities 
in a material.

Dense wavelength-division 
multiplexing
(DWDM). A technology that multiplexes 
several closely spaced wavelengths 
of optical carrier signals onto a single 
optical fibre or waveguide.

Distributed feedback (DFB) 
lasers
A laser that incorporates a periodic 
grating within the gain medium 
to provide wavelength-selective 
feedback, offering single-frequency 
emission.

Edge couplers
A photonic device that couples light 
between an optical fibre and an 
integrated waveguide through an 
engineered waveguide facet at the 
chip edge.

Fin field-effect transistor
A metal–oxide–semiconductor 
transistor that uses a thin, fin-shaped 
channel rising above the substrate 
to improve electrostatic control.

Forward-error correction
A coding technique in which redundant 
information is added to a transmitted 
signal, allowing the receiver to 
detect and correct errors without 
retransmission.

Free spectral range
A parameter of a resonant optical cavity 
defined as the frequency or wavelength 
spacing between consecutive resonant 
modes.

Grating couplers
(GCs). A photonic device that uses 
a periodic grating structure on a 
waveguide surface to diffract and 
couple light to an optical fibre.

Heterodyne microwave 
generation
A technique that produces microwave 
signals by mixing two optical 
frequencies, with the difference 
frequency corresponding to the 
generated microwave output.

Intensity-modulated 
direct-detection
(IMDD). An optical communication 
scheme in which data are encoded 
onto the intensity of a light source 
and recovered through direct 
photodetection.

Large language models
A neural network trained on vast text 
corpora to learn statistical patterns of 
language, enabling capabilities such as 
text generation, reasoning and question 
answering across diverse domains.

Linewidth enhancement 
factor
A laser parameter describing the 
coupling between changes in carrier 
density and refractive index, which 
influences spectral linewidth, frequency 
chirping and overall modulation 
dynamics.

Lithography masks
A patterned template used in 
photolithography to selectively transmit 
or block light onto a photoresist-coated 
substrate, enabling the transfer of 
microscale and nanoscale features 
during semiconductor fabrication.

Mach–Zehnder interferometer
(MZI). An optical device that splits light 
into two paths, introduces a relative 
phase shift and then recombines 
them to enable precise control of 
interference.

Misfit dislocations
A crystalline defect that forms 
at the interface between two 
lattice-mismatched materials to 
relieve strain.

Mode-locked lasers
A laser in which longitudinal modes 
are phase-locked to generate a stable 
train of ultrashort pulses or an optical 
frequency comb.

Multimode interference (MMI) 
devices
A photonic device that uses the 
interference of multiple propagating 
modes in a multimode waveguide region 
to split, combine or route optical signals.

On-board optics
(OBO). An optical interconnect 
approach in which optical engines 
are integrated directly onto line cards 
or printed circuit board.

Optical isolators
An optical device that allows light 
transmission in only one direction to 
prevent unwanted feedback.

Phase-change materials
(PCMs). A class of materials that can 
reversibly switch between amorphous 
and crystalline states under external 
stimuli.

Photon-assisted tunnelling
A quantum transport process in 
which electrons tunnel through a 
potential barrier with the simultaneous 
absorption or emission of photons.
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Neuromorphic photonics offers further speed-and-energy 
gains by leveraging the inherent advantages of photonics, such as 
low latency, wide bandwidth and high parallelism145. Starting from 
early explorations, such as free-space optical computing, optical 
reservoir computing and optical digital computing146, integrated 
photonics-based neuromorphic computing has attracted extensive 
attention owing to its higher compactness, energy efficiency and elec-
tronics compatibility. Academic efforts have focused on developing 
coherent photonic tensor cores based on broadband devices, such as 
MZIs147,148, phase shifters149, MMIs150, star-couplers151 and metalenses152, 
as well as incoherent designs based on microring resonators153,154, 
frequency microcombs155 and PCMs91. Commercial systems already 
utilize MZI networks for AI acceleration and solving non-deterministic 
polynomial-time complete problems156,157. These advancements under-
score the potential of silicon photonics to deliver high-performance, 
energy-efficient computing that overcomes electronic limits and 
supports the next-generation AI infrastructure.

Emerging applications and opportunities
Beyond communications and AI, silicon photonics is positioned to 
transform precision sensing158,159, quantum computing160 and biomedi-
cal imaging161. Chip-scale photonic sensors combine CMOS-compatible 
fabrication with high sensitivity and compact footprints, enabling 

applications such as trace-gas monitors, biological marker detection 
and mechanical vibration analysis with sub-nanometre precision162. 
Emerging materials, including thin-film lithium niobate (TFLN), 
rare-earth-doped materials and PCMs, provide enhanced modulation, 
amplification and nonlinear optical functions. Commercially available 
high-quality TFLN163 now supports integration-ready building blocks, 
including polarization management devices164, electro-optic isolators165 
and femtosecond pulse generators166, which can be directly integrated 
with silicon platforms. Scaling these technologies will require innova-
tions in packaging and assembly. Techniques such as 3D integration 
and wafer-level packaging are being actively developed to enhance 
performance while controlling costs and ensuring thermal efficiency.

Conclusions
The growth of AI, ML and HPC has exposed fundamental limits of electri-
cal I/O in energy per bit, reach and bandwidth density. CMOS-integrated 
silicon photonics now provides a practical and scalable path forward, 
with on-chip lasers and SOAs, compact modulators, high-speed detec-
tors and low-loss routing and efficient chip-to-fibre couplers reaching 
production-ready maturity for data-centre-class links. Co-designed 
with CMOS drivers/SerDes/DSP, biasing and thermal control, these 
building blocks are reducing total link energy towards the sub-picojoule 
per bit range.

Pluggable optical transceivers
A standardized hot-swappable module 
for bidirectional conversion between 
optical and electrical signals in 
communication systems.

Polarization beam 
splitter-rotators
A photonic device that separates 
orthogonal polarization states of 
light and simultaneously rotates one 
polarization to match the other.

Pulse-amplitude modulation 
with four levels
A multilevel modulation format that 
encodes data into four discrete signal 
amplitudes.

Quadrature phase rotator
A circuit that shifts the phase of 
in-phase and quadrature signal 
components by precise increments.

Quantum cascade lasers
A unipolar semiconductor laser that 
generates coherent light through 
intersubband electronic transitions in 
a repeated quantum well structure for 
emissions across the mid-infrared to 
terahertz spectral ranges.

Quantum dot
(QD). A nanoscale semiconductor 
structure that confines electrons in all 
three spatial dimensions, producing 
discrete energy levels and size-tunable 
optical and electronic properties.

Quantum well
(QW). A nanostructure formed by 
confining charge carriers in a thin 
semiconductor layer sandwiched 
between materials with larger bandgaps.

Serializer/deserializer
(SerDes). A circuit that converts parallel 
data into serial form for transmission 
and reconverts it to parallel form at the 
receiver.

Side-mode suppression ratios
The ratio of power in the dominant 
lasing mode to that in the strongest side 
mode, quantifying the spectral purity 
of a laser.

Sigma-delta modulator
An oversampling analog-to-digital 
conversion architecture that shapes 
quantization noise by feeding back the 
error between the input and quantized 
output.

Spot-size converters
A photonic device that gradually 
transforms the mode field diameter of 
light between components.

Stacking faults
A planar crystalline defect caused by 
a disruption in the regular stacking 
sequence of atomic planes.

Tensor processing unit
An application-specific integrated 
circuit optimized for accelerating 
machine-learning workloads, 
particularly matrix and tensor 
operations in neural network training 
and inference.

Thermal cycle annealing
A post-growth process in which a 
material is repeatedly heated and 
cooled through controlled temperature 
cycles to reduce defects, relieve strain 
and improve crystalline quality.

Threading dislocations
A crystalline defect in an epitaxial 
semiconductor layer where a 
dislocation line threads through the film 
thickness.

Through-silicon vias
A vertical electrical interconnect 
that passes through a silicon wafer 
or die.

Transimpedance amplifiers
(TIAs). An electronic circuit that 
converts an input current into a 
proportional voltage signal with 
amplification.

Transparent conductive 
oxides
A class of wide-bandgap oxide 
materials that combine optical 
transparency with electrical 
conductivity.

Two-photon absorption
A nonlinear optical process in 
which two photons are absorbed 
simultaneously to excite an electron 
from a lower to a higher energy state.

Vapour deposition
A thin-film synthesis technique in which 
material is deposited onto a substrate 
from the vapour phase.

Glossary (continued)
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Integration strategies strongly influence performance, cost and 
manufacturability. Hybrid assembly, heterogeneous bonding, micro-
transfer printing and monolithic epitaxy each extend functionality 
and wavelength coverage, whereas early multilayer 3D stacks show 
how photonics and electronics can be brought together at wafer scale. 
In parallel, packaging is shifting from pluggables to LPO and CPO, 
shortening electrical paths and increasing bandwidth density while 
introducing new thermal and yield constraints.

Future progress depends on several near-term enablers. On-chip 
comb sources can scale DWDM capacity. Wafer-level burn-in and testing 
will secure stability and yield earlier in the flow. Finer-pitch 3D integra-
tion can surpass reticle limits while shortening electronic and pho-
tonic interconnects. Equally important are manufacturing realities: 
photonics is analog, so small fabrication inaccuracies accumulate as 
phase/coupling errors, losses and stray-light scattering across large 
circuits. Design for tolerance, post-fabrication trimming or tuning, 
systematic yield improvement and attention to reticle-size limits are 
essential, which in turn point towards miniaturization and vertical 
stacking as key directions for future development.

New materials, such as TFLN, Ge-on-Si and selected 2D or magneto-
optic films, expand wavelength range, power handling and add func-
tions such as isolators and non-volatile memory. This diversity enables 
new performance, but it also dilutes volume and therefore yield. 
To manage this tension, strategies such as mix-and-match high-yield 
technology modules, chiplet-based back-end assembly, decentral-
ized open-access foundries, data-driven module process design kits, 
well-specified electrical and optical interfaces and process-control 
monitors will be needed.

The targets for the next phase are higher symbol rates beyond 
100 gigabaud, lower latency, denser interconnects, reduced loss and 
seamless co-integration of photonics and electronics near the compute 
die. Standardized reliability screening and practical metrics for energy 
and bandwidth density will help move optical I/O from a promising 
add-on to a core infrastructure for computing and communications, 
with parallel impact in compute I/O, neuromorphic acceleration, 
precision sensing and quantum technologies.

Published online: xx xx xxxx
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